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CLUSTERING

* Words (nouns only) will be clustered with n most
frequent neighboring words from the thesaurus

* Clustering will be done with kmeans where the
optimal value of k will be measured with the
silhouette coefficient?:

o a measures intra-cluster distance
o b measures inter-cluster distance
* The value for k that yields the highest score will be
chosen for that word

* Initially, lack of distinction between multi-sense
words may cause score to be lower as neighbors
that are unrelated will also be considered
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* Each word of interest has a vector of
common word neighbors, roughly
representing its meaning. In the case of
homonyms this is problematic:

STAR [ celestial body, nighttime, celebrity]
* The idea is to have a separate vector for

each distinct meaning of a word:
STAR, [celestial body, nighttime]
STAR, [celebrity]

» In the case where a word only has one
sense, a single vector should remain
sufficient

* Sense isolation will also be considering
vectors of the word'’s feature distribution
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