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Innovation, Structural Change, and Inclusion. A
Cross Country PVAR Analysis*

Amrita Sahal Tommaso Ciarlit

This version: February 7, 2018

Abstract

Structural change can be both, a cause or a consequence of innova-
tion, while structural change and innovations are usually accompanied
by short-term outcomes of social inclusion or exclusion. Inclusion may
in turn have an impact on further innovations. Yet, we find little
evidence in the literature on the three-way relations between inno-
vation, structural change and inclusion. This paper advances a first
exercise in this direction. Given the multidimensionality of each (in-
novation, structural change, and inclusion), we extract the underlying
unobserved common factor structure from various well-known macro
indicators. With a structural vector auto regression (SVAR) model for
a short panel of developing countries over 13 years, we find the following
main results. First, we confirm the virtuous cycle between innovation
and structural change, aligning with existing literature. Second, the
strongest result is the positive effect of inclusion on both innovation
and structural change, that suggests policy to improve inclusion be-
yond poverty and inequality. Third, on decomposing the innovation
index (formal, firm-level and ICT), we find each related differently to
both structural change and inclusion, that suggests specific policy roles
in their influence on inclusion and structural change.

Keywords: Innovation; structural change; inclusion
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1 Introduction

Structural change and innovation are often characterised by positive feed-
backs (e.g. Naude and Nagler, 2015). Where structural change is defined as
shifts in the structure of the economy, including from lower to higher pro-
ductivity sectors, capital deepening, firms’ growth, and urbanisation Mat3
suyama (2008); and innovation is defined as the implementation of new prod-
ucts, made available to users, or the adoption of new production processes,
markets, or organisations of production (e.g. Gaulfl, 2016). Different aspects
of structural change can be both, a cause, or a consequence of innovation,
and vice-versa (Ciarlief all, 2010, 2008)". Also, both structural change and
innovation, are usually accompanied by short-term outcomes of inclusion
or exclusion; where inclusion is defined as the participation of marginalised
or previously excluded groups in the benefits of structural change and in-
novation and in the decision making processes that shape the directions of
structural change and innovation (e.g. Rauniyar and Kanbui, 2010; Heeks
et al., 2014).

We find little evidence in the literature on the dynamic relations be-
tween innovation, structural change, and inclusion, and none whatsoever for
developing countries. To address the dynamic relation between innovation,
structural change and inclusion, in this paper we ask two main questions: (i)
How are innovation, structural change, and inclusion related through time?
(ii) If there is a virtuous cycle between innovation and structural change,
how is it influenced by their relation with inclusion?

The literature on the dynamic effect of structural change and innovation
on inclusion remains ambiguous. To some extent, the ambiguity of the re-
lation may be ascribed to the ambiguity in the definition of inclusion. For
instance, changes in economic structure may create imbalances in the short
run (for a discussion see Naude and Nagler, 2015), such as inequality? and
reduced social cohesion.® On the other hand, if we take the view of abso-
lute pro-poor growth, income growth (and the related structural changes) is
considered inclusive when the average income increases. The inclusiveness is
seen as increasing opportunities available to the poorest individuals, even if
inequality has increased (see for instance a discussion in Ianchovichina and
Lundstréom, 2009). In the short run, innovation usually comes to the ad-

!See for example [mbs and Wacziarg (2003) on economic diversification, [Burgess and
Venables (2004) on the creation of new economic activities, Funke_and Ruhwedel (2001)
and Savioffi and Frenken (2008) on product variety, Hausmann and Hidalgd (2011) on
product sophistication and capabilities, Desmef and Parentd (2012) on firm size and labour

Kuznefsd (1973) on the capital intensity across sectors and productivity, and so on.

2Gee for example the Kuznets curve.

3See for instance Stewart and Langer (2008) on horizontal inequalities, and Esfehan
and Ray (2011) on polarisation related conflict.



vantage of some and the disadvantage of others.® However, in technological
regimes in which there is low appropriability of knowledge and technology,
low level of accumulation of knowledge, and high opportunities (Malerbaand
Orsenigo, 1995, 1997), the incumbent may be challenged by the destructive
side of innovation, which may favour mobility (e.g. Aghion et all, 2015).

Inclusion, in turn, may influence further innovation and structural change.
The literature is even more ambiguous on this direction of causality. Again,
this is partly related to the definition of inclusion itself. Looking at in-
equality, some evidence seems to suggest that less unequal countries are
also more innovative®. If higher inclusion also implies widespread access
to capabilities, it may lead to more innovative outcomes (Planes-Saforra
and Paunov, 2017)." However, most of the literature has focused on the
relation between inequality and growth (which is correlated to innovation
and especially structural change, as noted above). A fair amount of liter-
ature suggests that income distribution may facilitate economic growth.?
But what remains unanswered is if this effect goes through innovation and
structural change.

In this paper, we address the three-way relation between innovation,
structural change and inclusion. We take the virtuous cycle that charac-
terises the relation between structural change and innovation as a starting
point. As innovation increases, it will lead to more structural change, which
in turn will lead to more innovation in following periods (see Naude and
Nagler (2015) for a similar argument). However, the extent of such vir-
tuous cycle depends on how innovation and structural change are related
to inclusion (see Fig [ for a graphical representation). Several scenarios are
possible. If inclusion also positively influences innovation (and/or structural
change), more innovation (and/or structural change) may serve or set-back
the innovation-structural change virtuous cycle. On the one hand, if inno-
vation (and/or structural change) is exclusive, more innovation will reduce
inclusion, which in turn will reduce innovation /structural change tomorrow.
On the other hand, if innovation (and/or structural change) is inclusive,
more innovation/structural change today will lead to even more innovation
and structural tomorrow via inclusion, thus completing the virtuous cycle.
However, if inclusion reduces innovation (and/or structural change),® then
exclusive innovation (and/or structural change) would favour more innova-

4See for instance skill biased technical change (Card and DiNardd, 2002), property
rights and other means to appropriate innovation rents (Guellec_and Paunow, 2017)

5 http://blogs.lse.ac.uk/politicsandpolicy /lower-levels-of-inequality-are-linked-wit h-
oreater-innovation-in-economies/

SRecent work on US and Finland also find that exclusion in terms of income, gender
and race has negative effect on the probability to innovate (Bell_et-all, 2016; [Aghion ef
al., 2017).

"See for example Wilkinson and Picketf (2011), Stiglit (2012), and Ostry et al] (2014).

8For example if innovation requires substantial investments, which require to increase
innovation rents, as suggested by Schumpeter.


http://blogs.lse.ac.uk/politicsandpolicy/lower-levels-of-inequality-are-linked-with-greater-innovation-in-economies/
http://blogs.lse.ac.uk/politicsandpolicy/lower-levels-of-inequality-are-linked-with-greater-innovation-in-economies/

tion and structural change.
[FIGURE 1 HERE]

We examine the three-way relation for a number of developing countries
for which data are available. Our focus is on the dynamic relations, and we
attempt to uncover their causal directions. Aiming to spot statistical regu-
larities, we abstract from micro dynamics of innovation, structural change
and inclusion, and adopt relatively coarse and aggregate measures for the
three dynamics which are by themselves quite complex.? We attempt to
capture a wider understanding of each of the three dynamics, by building
composite indicators that reflect different dimensions of innovation, struc-
tural change, and inclusion, subject to data availability.

For innovation, we consider formal activities (such as R&D investment),
firm capabilities (in the form of human capital, technology transfer and use
of ICTs), and broader adoption of ICT at the societal level. For structural
change, we consider both relatively slow changes in the sectoral composition
of labour, moving from agriculture to manufacturing and services, as well
as a number of changes related to the transformation of production and so-
cieties, such as urbanisation, firm size, productivity and capital deepening.
For inclusion, we consider aspects of poverty, inequality, labour participa-
tion, and gender participation.

The findings are the following. First, we confirm the virtuous cycle be-
tween innovation and structural change (left hand side of figure 1). Second,
we find no significant effect of innovation or structural change on inclusion;
the good news being that we also do not find any negative significant ef-
fect on inclusion. Third, inclusion has a positive and significant effect on
both innovation and structural change, and the effect seems to be persistent
over time (although decreasing); the positive effect of inclusion on structural
change manifests only after a few time periods, while the strongest effect on
innovation in the long term, comes from a one standard deviation shock
in inclusion (stronger than the effect from structural change). Finally, on
decomposing the index, we find that different aspects of innovation (formal,
firm and ICT) relate differently to both structural change and inclusion.

The remainder of the paper is structured as follows. Section B motivates
the theoretical framework for the study, outlining various scenarios in terms
of outcomes of structural change, innovation and inclusion. We motivate
theoretically the dynamic relations between innovation, structural change
and inclusion, and the relevance to understand empirically their recursive

In a different paper (Ciarli et al., 2018), we explore different pathways through which
innovation may lead to inclusion, structural change, and their relation. And in another
related paper (Saha’and_Jodid, forthcoming 2018) we focus on micro processes, by investi-
gating innovation and inclusion pathways in breeding practices among small dairy farmers
in Kenya and in the provision of anti-retro viral treatment in services in Mozambique.



relation. In section B, we discuss the existing findings from relevant literature
that has addressed each of the relations in our framework. We conclude
that we know little, especially on how innovation and structural change are
related to inclusion. The empirical strategy of the paper is detailed in in
section @, followed by the results in section B. Finally, Section B provides
concluding insights and directions towards a future research agenda.

2 Theoretical Framework

How are innovation, structural change, and inclusion related over time?
Is there a virtuous cycle between innovation and structural change, with
more structural change leading to more innovation, and more innovation
produced in sectors that gain more from increasing returns to investment
(such as services and manufacturing)? Is such a virtuous cycle inclusive?
And does more inclusion nurture this cycle, by leading to more innovation
and/or structural change, or does it set it back? In an attempt to illustrate
the dynamic relations between innovation, structural change, and inclusion,
we begin by theorizing a framework in Figure B.

[FIGURE 2 HERE]

With respect to Ciarli et al. (2018), we define innovation, structural
change, and inclusion using specific measurable variables, to deal with con-
straints in measuring them across countries.™ With regard to innovation
(INN), we refer to both inputs and outputs of the innovation process, which
include both Research and Development (R&D) efforts, as well as firm’s
capabilities (researchers, engineers, foreign technologies, and ICTs) and so-
cietal adoption of new technologies, especially Information and Communi-
cation Technologies (ICT). With regard to structural change (SC) we use
two different indexes. The first one captures changes in the composition of
employment, particularly towards services and manufacturing. The second
one, capture more short term dynamics, which refer to different transfor-
mation of societies: urbanisation, firm size, productivity and gross capital
formation. Inclusion (INC) is perhaps more controversial. Ideally, we would
refer to inclusion as “the result of a process to (re)-distribute benefits and
losses, as well as power and decision-making, such that those who are cur-
rently marginalised have a prominent role in deciding about the pathways
to follow and in turn reap net benefits from these changes.” (Ciarli et al.,
2018, p. 8). However, due to data issues in this paper we refer to measures
of poverty, inequality, employment, wages, and gender participation. An
increase (decrease) in poverty and/or inequality is considered as a decrease
(increase) in inclusion, whereas an increase (decrease) in paid employment,

10More details about the data and indices created in Section EI.



wages, and gender participation is considered as an increase (decrease) in
inclusion.

Among the three dynamics, we assume that structural change is the
slowest. It takes time to accumulate the capabilities for firms and workers to
move to new industries Rosensfein-Rodan (1943); Hidalgo et all (2007). But
the literature also shows that manufacturing (and most recently services) is
the main sources of innovation (Cornwall, 1977; Lall, 2005; Gault and Zhang,
2010; Shen_efall, 2007; Cimoli_and Porcilé, 2011). Structural change also
leads to higher accumulation of capital, increased backward and forward
linkages (Hirschman, 1958) and productivity (Ciarli and Di Maid, 2014).

On the other hand, innovation is expected to lead to structural change.
This is most evident when innovation leads to the creation of new goods
(Aoki“and Yoshikawal, 2002; Saviotti and Pyka, 2004) and new patterns of
consumption (Wiffi, 2010). But also when innovation generates the condi-
tions for structural change, for instance increasing productivity in agricul-
ture, and setting some of the conditions for the industrial revolution (wom
Tunzelmann, 1995; Joel Moky1, 2010).

As a result, as innovation contributes to moving the economy towards
the production of more sophisticated goods and services, increased produc-
tion of such goods may induce more innovation, generating the reinforcing
mechanism between structural change and inclusion that is suggested in the
left hand side of Figure 2.

The dynamic relations on the right-hand side of the graph seems less
clear-cut, and may also affect this virtuous cycle between innovation and
structural change just described. Both innovation and structural change
may lead to inclusive or to exclusionary outcomes. For instance, an increase
in employment and productivity is related to diversification and structural
change towards high-tech activities (Cimoli_and Porcild, 2009). The em-
ployment elasticity in manufacturing and services tends to be higher than
in agriculture (Szirmai, 2012; Rowthorn and Ramaswamy], 1997). However,
structural change may also lead to exclusion, as workers need to relocate
from a shrinking agricultural sector to industries for which they may have
no competences.™® Structural transformation also come with an increased
incorporation of firms, and a reduction of self-employment, which may leave
many individuals without a job.™

Similar conclusions may be reached on the relation between innovation
(which is tightly linked to structural change, as we have discussed) and
inclusion. Innovation may come in the form of foreign technologies and in-
vestments that displace national production and jobs, as foreign technologies

'See also the recent discussion by McMillan ef all (2017); Diao et_all (2017) on the
increasing gap between available and required skills, which may explain the decline in
experiences of catching-up.

128ee also findings in Blatfman and Dercon (2016) on workers negative preferences for
low quality employment in large companies in Ethiopia.



that create opportunities for national entrepreneurship and employment, or
as local innovations that involve local entrepreneurs and workers. Innova-
tions may reduce inequality by replacing incumbent oligopolies, or increase
inequality by allowing incumbents to accumulate even more knowledge and
market shares (Malerba and Orsenigo, 1997; Aghion et al., 2015). As sug-
gested in Paunov (2013), there is no clear outcome.

Looking at the opposite direction (whether inclusion may prompt more
innovation), including individuals and organisations in the innovation pro-
cess may exploit more distributed capabilities and talents. As innovation is
an uncertain process, an increase in the sources of innovation should also lead
to more innovation. However, too much variety and dispersion of capabili-
ties across too many individuals and organisations, may lead to the opposite
effect of lower innovation, if there is a threshold in the amount of capabilities
required to successfully innovate, and if there are large economies of scale.
There seems not to be enough evidence to suggest how inclusive innovation
is, under which conditions inclusion leads to an increased diffusion of capa-
bilities in societies, and to which extent increased capabilities lead to more
innovation (see next section).

If inclusion has a positive dynamic effect on innovation and structural
change (or one of the two, represented by the reinforcing effect in blue in
Figure 2) we may fall in one of the following two cases. First, if either inno-
vation or structural change are exclusive (reduce innovation, the red arrows),
this will also curb innovation in the following periods. More innovation will
lead to less inclusion, which will lead to less innovation. Innovation and in-
clusion will tend to follow a cyclical pattern. Second, if both innovation and
structural change are inclusive (increase inclusion, the blue arrows), this will
amplify the virtuous cycle between innovation and structural change. More
innovation will lead to more inclusion, which in turn will increase innovation
in the following period.

If, instead, inclusion has a negative effect on innovation or structural
change (represented by the balancing effect in red) we may fall in none of
the following two cases. First, if either innovation or structural change are
exclusive, this will induce more innovation in the future. More innovation
will lead to less inclusion, which, in turn, favours innovation. Second, if
innovation and structural change are inclusive, this will induce less innova-
tion in the future. More innovation will lead to more inclusion, which has a
negative effect of future innovation.

As a result we have eight scenarios, which we can represent by allocating
a sign to the lagged effect of each of the three variable on the other two
(Table mM). In Table 1, a '+’ means that the variable in the respective row
has a positive effect on the variable in the respective column; otherwise the
assigned sign is '—’. In the four scenarios on the left of the table we assume
that inclusion favours innovation. In the four scenario on the right, instead,
inclusion reduces innovation. Figure B represents the same eight scenarios



using the system dynamic representation of the relation between innovation,
inclusion and structural change introduced in Figure 2.

We start from the left hand side. In scenario 1, innovation in t leads
to inclusion in ¢ + 1, which increases innovation in ¢ + 2. We would then
observe a positive recursive mechanism with innovation leading to more
innovation via inclusion. In this scenario also structural change leads to
more inclusion, and we would observe only reinforcing mechanisms between
innovation, structural change and inclusion.

If, instead, structural change is not inclusive (scenario 2), this will have
a negative effect on innovation, via reduced inclusion. As innovation pushes
structural change, the latter reduces inclusion, which reduces innovation and
possibly structural change. The net effect depends on the balance between
the different forces, as well as their timing.

[TABLE 1 HERE]
[FIGURE 3 HERE]

In scenario 3, innovation is not inclusive. As a result of more innova-
tion, exclusion leads to lower innovation in the next period. An exogenous
structural change may maintain a positive level of innovation, but this is
reduced with respect to a scenario in which such innovation is also inclusive.
In scenario 4, both innovation and structural change are exclusive, curbing
even more the effects of the virtuous cycle between innovation and struc-
tural change, due to the exclusion created and the effect that this has on
future innovation. The economy still experiences innovation and structural
change, but their extent is limited with respect to the first two scenarios in
which innovation is also inclusive.

In the four scenarios on the right of the table inclusion may lead to
lower innovation, ceteris paribus. As a result, if innovation and structural
change are inclusive (scenario 1), this will not lead to more innovation in the
next period. If, instead, either innovation or structural change are exclusive,
the economy would experience a virtuous cycle with more innovation and
structural change, especially when both are exclusive.

We next discuss the literature that has addressed these relations, and
then test the dynamic relation between innovation, structural change and
inclusion, to ascertain which scenario is more commonly observed across
countries.

3 What we Know from the Literature

Relatively established: structural change and innovation

Innovation is a key source of structural changes, driving the emergence of
new products and industries (product innovation), increases in productivity



(process innovation) and firm size (organisational and managerial innova-
tion), capital intensity (investment), entrepreneurship (new opportunities),
and changes in consumption patterns (diffusion of new products). In turn,
structural changes can induce the introduction of new technologies™ as firms
cope with the opportunities that they generate by introducing innovations
(Cundvall, 1992; Anfonelli, 2003). The opportunities may originate from
changes in relative factor prices, consumption patterns (also as a results of
changes in income distribution), urbanisation, organisational innovations,
skills and capabilities, and so forth.™®

In other words, there are aspects of structural change that drive inno-
vation and aspects of innovation that drive structural change, as in the cu-
mulative causation process suggested by Kaldor and the Kaldor-Verdoorn’s
law (Kaldor, 1966, 1981). This is observed, for example, in the relation be-
tween economic growth, variety, and the emergence of new goods (Imbs
and Wacziarg, 2003; Burgess and Venables, 2004; Funke and Ruhwedel,
2001; Saviotti and Frenken, 2008; Hausmann and Hidalgo, 2011), and there-
fore professions, demand, markets, and so on; the increased division of
labour (Greif, 2006; Galod, 2010), reorganisation of production (Ciarli et
al., 2010; Desmet and Parente, 2012), and trade specialisation [Verspagen
(1993); Hidalgo et al. (2007); Cimoli_ef_all (2010); the drastic reduction of
self-employment (Carree ef all, 2002) and increase in firm size (Ciarli et al.,
2010; Desmet and Parente, 2012), along with the development of managerial
practices (Cirera and Maloneyl, 2017).

Overall, we expect to observe a reinforcing mechanisms between innova-
tion and structural change (see Figure @ panel (a))

[FIGURE 4 HERE]

Relatively ambiguous: the effect of structural change and innova-
tion on inclusion

Less straightforward is the literature on the extent to which innovation and
structural change are inclusive (see Figure 4 panel (b)). As suggested before,
part of the ambiguity is related to the definitions.

For instance, if we define inclusion as a decrease in inequality, the imbal-
ances that accompany structural change are also related to changes in the

13Gee for instance DosiG (1997), which suggests an analytical link between relative
prices or demand patterns, allocative decisions, and technological possibilities. The work
of Ruffan (2002) also emphasizes the differences in relative factor endowments and prices
can exert a substantial impact on the direction of technical change; according to Ruttan
(2002) expectations about the future dynamic of relative factor prices should be sufficient
to induce firms to innovate to save on the increasingly expensive factor.

4Gee for instance a comprehensive definition of structural change in Matsuyama (2008)
and Savioffi and Gaffard (2008), and a related model in Ciarliefall (2017).



accumulation of capital, in the composition of factors, substitution of do-
mestic labour and knowledge for foreign labour, and changes in the demand
for skills, which in the short run reduces inclusion — as inequality (Kuznets,
1973; Ravallion, 2004). The recent growing trends of within-country inequal-
ity (Afkinson, 2015) and the drop in labour shares in output (Karabarbounis
and Neiman, 2013) have called the attention on how factor biases may favour
capital with respect to labour, or high with respect to low skilled labour. Al-
though this is now happening in industrialised society, it is not a surprising
result when we consider the process of structural change form an agrarian
to an industrialised society, along which we tend to observe a replacement
of labour for capital.

If we define inclusion in terms of (reduced) poverty, however, structural
change may be related to a subsequent increase in inclusion — as poverty
(McNMillan“and Rodrik, 2011; UNU-WIDER| 2012).'3:5

If we equate economic growth with structural change, the literature that
has made the closest attempt to investigate the relation between structural
change and inclusion is that on inclusive growth, defined as “growth that
not only creates new economic opportunities, but also ensures equal access
to the opportunities created for all segments of society, particularly for the
poor” (ATizand Sor, 2007, p.12). Results seem to suggest that growth seem
to be inclusive most of the time, in the sense that it reduces poverty, but the
pace at which poverty is reduced depends on income distribution (Rauniyar
and Kanbur, 2010). For instance, in a recent cross country exercise Anand
et al. (2013) find that in most cases we observe increase in average income,
sometimes with an increase in inequality, sometimes a decrease, and only
very few cases in which inclusive growth depends only on improved income
distribution. They also find that structural change, measured as product
and service sophistication, has a positive effect on inclusive growth. Overall,
what counts in the inclusive growth framework, akin to the absolute pro-
poor growth paradigm (Ravallion, 2004), is to increase the opportunities
of the poor, even if this comes with a higher income increase among the
wealthiest (an increase in inequality).

In sum, structural change may be at the same time exclusive in the short
run (inequality), and inclusive in the long run (poverty). The final outcome
seem to depend on which aspect of structural change and which aspect of
inclusion we are considering. As we discuss in Ciarli et al. (2018), innovation
and development may follow different pathways, leading to a number of
different outcomes with respect to structural change and inclusion.

Similarly, innovation generates winners and losers (Helpman et all, 2010),
creating some form of inclusion (winners) and exclusion (losers). Paunov

15Gee also the literature on the relation between economic growth and poverty reduction
(Deminger and Squird, 1998; Ravallion and Cher, 2003; Bourguignon, 2003; [Dollar_ef all,
2013).
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(2013) suggests that innovation relates to inequality in three ways: first,
through direct impacts on income distribution (e.g. innovation favours the
highly skilled and risk takers); second, offering solutions for improving the
welfare of lower and middle income groups (“frugal innovation”); and, third,
as lower-income groups innovate themselves, choosing the direction of wel-
fare improvements (i.e. grass-roots and informal sector activities).

On average, innovation is negatively related to poverty (for the average
individual), as suggested by the literature on ICT and more in particular ac-
cess to mobile finance (Foster and Heekd, 2013; OECD, 2015). For example,
Hijort and Poulser] (2017) studies the impact of internet penetration (mea-
sured with cabling) on several economic outcomes, among which labour and
wealth outcomes. They find that an increase in entry rates, productivity
growth, and exports, both the level and quality of employment increased
in areas or increased ICT access, with a reduced inequality in employment
attainment and increased average income and wealth.

However, we know relatively little about how gains from innovation are
distributed across the population, and there fore the relation between in-
novation and income inequality. As for structural change, recent evidence
suggests that the relation between innovation and inequality depends on
the level of innovation, and on whether we consider innovation input or
innovation outputs ([Leoncini, 2017).

Relatively unknown: the effect of inclusion on innovation and
struct

We seem to know even less about how inclusion influences innovation in the
long run (see Figure 4 panel (c)). Although it is stated that inequality may
hamper growth via reduced social cohesion (Rauniyar and Kanbur, 2010)
(see the reference on conflict above) the literature on inclusive growth finds
an ambiguous effect of inequality on growth (Ianchovichina and Lundstrém,
2009; Anand et al., 2013). However, it does suggest that increased access to
opportunities may have a positive effect on growth (Ali and Son, 2007; Rau-
niyar and Kanbur, 2010). This is because, as suggested by Planes-Satorra
and Paunov (2017), more inclusion also means more widespread access to
capabilities, which can be used in entrepreneurship or in fostering produc-
tivity. Similarly, Afkinson (2013) suggests that welfare state is essential to
allow individuals to participate in productive activity and has been histor-
ically essential to allow workers to move from agriculture to industry and
guarantee sufficient demand during downturns.

However, the empirical evidence on whether more inclusion induces fur-
ther successful innovative behaviour is missing.™ The insights seem to come

16Al‘chough there are some hints: http://www.theinclusionsolution.me/diversity-does-
not-drive-innovation-but-inclusion-can/, https://www.torbes.com/sites/danschawbel/2012/05/13/how-
companies-can-benefit-from-inclusion/#6527b482223d, http://symmetra.com.au/symmetra-


http://symmetra.com.au/symmetra-news/diversity-and-inclusion-lead-to-innovation-heres-the-proof
https://www.forbes.com/sites/danschawbel/2012/05/13/how-companies-can-benefit-from-inclusion/#6527b482223d
http://symmetra.com.au/symmetra-news/diversity-and-inclusion-lead-to-innovation-heres-the-proof
https://www.forbes.com/sites/danschawbel/2012/05/13/how-companies-can-benefit-from-inclusion/#6527b482223d
http://www.theinclusionsolution.me/diversity-does-not-drive-innovation-but-inclusion-can/
http://www.theinclusionsolution.me/diversity-does-not-drive-innovation-but-inclusion-can/

mainly from theoretical work.' For instance, the discussion about property
rights and competition, which suggests that, especially in industries in which
innovation is more risky and costly and difficult to appropriate, some de-
gree of oligopoly is required for firms to have the incentive and resources to
innovate (Arrow, 1962; Malerba and Orsenigo, 1997).

Recent evidence has emerged on the likelihood that individuals become
innovators (patenting), but these are focused on high income countries (US
and Finland). Bell et al. (2016) profile inventors along their life-cycle. They
find that inventors are substantially more likely to come from a wealthy
family, and to be white males. Capabilities, for example measured as maths
scores, can fill only part of the gaps generated by income, gender and race.
The authors also find that the initial differences are magnified by access to
school and early exposure to innovations. And they conclude that social
and economic barriers (or exclusion, in this paper language) are detrimental
not only for subsequent inequality, but also for the country’s potential to
innovate and grow. [Akcigit et all (2017) find a similar result in the long run
for the US: parents’ income is a very important predictor of the probability
of becoming an inventor, although education may make the initial income
non statistically significant. The authors also find that regions are extremely
relevant: inventors tend to move to more innovative regions. Their results
seem to indicate that, also in a condition of lower aggregate income (US
since end of the nineteenth century) income, education and geographical
inclusion matter for innovation, and are relevant explanatory variables for
income growth (and related structural chances). Aghion et al. (2017) repli-
cate similar results also for a more equal society such as Finland. They find
that parental income is a crucial predictor of the probability of becoming
an innovator, even when controlling for IQ and other individual features
(although they reduce the income effect).

Our work departs from the literature on inclusive growth and attempts
to contribute in several ways. First, following Ciarli et al. (2018) and Naude
and Nagler (2015) we look at a three-way relation between innovation, struc-
tural change, and inclusion, rather than considering them in pairs. Second,
we consider directly structural change and innovation, which are underlying
forces of growth, and which in turn may be exclusive. Third, by unpacking
innovation and structural change from economic growth, we do not need
to rely on an absolute definition of pro-poor growth: inclusive structural
change may see periods in which there is no growth and there is only inclu-
sion. This inclusion may favour innovation, which in the next period would

news/diversity-and-inclusion-lead-to-innovation-heres-the-proof.
http://blogs.lse.ac.uk/politicsandpolicy /lower-levels-of-inequality-are-linked-wit h-
oreater-innovation-in-economies/.

17See for example Caianietal (2016) on the relation between workers’ wage, innovation
and economic growth.
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also steer structural change. Fourth a part from poverty and inequality we
include in the same index also explicitly labour participation and gender
participation. For all indicators we use composite measures, which accounts
of different aspects of innovation, structural change,and inclusion. Fifth, we
make an attempt to disentangle the temporal and causal relation between
these three dynamics. In doing so we try to provide initial indication to fill
a gap in the literature, to understand if inclusion leads to further structural
change and innovation, not only the other way around.

4 Empirical Strategy

This section outlines the empirical strategy adopted in the paper to ex-
amine the dynamic relation between structural change, innovation and in-
clusion. We begin by explaining our data and sources in detail. Captur-
ing multidimensionality across the three dimensions, we construct indexes
for each of them to draw common factor structure from underlying vari-
ables that proxy for structural change, innovation and inclusion. Next, a
locally weighted smoothing regression (LOWESS) presents the relationships
between the three indexes. This is followed by the panel OLS that helps as-
sessing the general results before moving to capture the complete dynamic
relations between the three variables in a panel VAR.

4.1 Data & Variables

We use data from 2000-2013 (13 years) for the 33 developing and emerging
countries:™ All data are from the World Development Indicators (WDI)
and World Bank Enterprise Survey (WBES), except where explicitly noted.

Given that structural change, innovation, and inclusion are multidimen-
sional and typically measured by highly correlated variables, we employ
factor analysis using the principal-component method to draw the common
factor structure and combine variables into single composite indexes™. Each
index is formally computed as:

I= ZWUZEU (1)

18Botswana, Brazil, Burkina Faso, Cambodia, Chile, China, Colombia, Congo Dem.
Rep., Ethiopia, Gambia, Ghana, India, Kenya, Malaysia, Maldives, Mexico, Morocco,
Mozambique, Myanmar, Nepal, Niger, Nigeria, Pakistan, Peru, Philippines, Rwanda,
Senegal, South Africa, Sri Lanka, Thailand, Turkey, Uganda, Vietnam, Zambia. The time
variation is different across countries and variables that is dictated by data availability.

90ne general limitation of using composite indexes instead of the individual variable
is that it is not possible to unpack which aspect of the index is more relevant in a given
relation. However, the index assigns weights based on the relative importance of variables
across the data. Given our objective of studying multidimensional variables, indexes are
better suited to the purpose of our analysis.
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where x;; is the value of the j-th variable forming the composite index
and W;; is the relative weight of the j-th variable entering the composite
index. We construct the primary indexes for innovation (INN), inclusion
(INC), and structural change (SC1). In addition, we construct an alternate
index for structural change (SC2) and sub-indexes for innovation (INNI,
INN2, INN3). Additional variables in the OLS regressions include GDP Per
Capita in PPP (in 1000).

For all indices, we first compute three years rolling averages of under-
lying variables (e.g. a variable in 2001 is the average of its value in 2000,
2001 and 2002) to deal with business cycle fluctuations. We standardise all
variables before computing the principal components. We use the first com-
ponent explaining the highest variance to construct all index scores. Table
@ provides the summary statistics for all indices. The indices are further
outlined by country and year in the Appendix O in Tables B, [@, B, and M.

[TABLE 2 HERE]

The composite index for overall innovation (INN) measures the follow-
ing innovation related aspects: (1) formal innovation,® (2) firm level innova-
tion and capabilities,” and (3) information and communication technologies
(ICT).=2

The first structural change composite index (SC1) is based on changes in
sectoral composition measured with employment shares.” This represents
slow changes that usually accompany a country’s economic development.
The second structural change index (SC2) measures broader and also more
rapid socio-economic structural changes.”®

The three sub-indexes for innovation reflect the distinction discussed
above: (1) R&D Innovation Index (INN1), (2) Firm-Level Innova-
tion Index (INNZ2), and (3) ICT Innovation Index (INN3).

We construct the composite index for inclusion (INC') considering poverty®
and inequality®™ as proxies for exclusion (they enter with a negative sign),
the percentage of workers with a full time job,” and women participation

2OResearch and development expenditure (% of GDP); Journal Articles (in 1000) per
capita in logs; Researchers in R&D.

219 of firms with an internationally-recognized quality certification; % of firms using
technology licensed from foreign companies; technicians employed in R&Dj; researchers in
R&D

*Internet Users (per 100 people); Mobile users per capita; % of firms having their own
Web site; % of firms using e-mail to interact with clients or suppliers.

ZEmployment in industry (% of total employment); Employment in services (% of total
employment).

24Urbanization (Urban Population % of Total); Firm size (Log of the number of perma-
nent full-time workers); Total Factor productivity; Gross capital formation (% of GDP).

25Poverty; Poverty Gap; Poverty Head Count Ratio.

26Gini Index.

2"Wage & Salaried Workers.
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in the economic activity® as proxies of more inclusive societies.

4.2 A Description of the Relations between Innovation, Struc-
tural Change, and Inclusion

We use locally weighted smoothing regression (LOWESS) between the in-
dices to examine their association and how it changed between 2000 and
2012. We present the LOWESS using the first structural change index
(SC1). The dots indicate the levels of the indexes; the red line is an es-
timate of the locally weighted relation. The panels on the left exhibit the
relation in 2000 and the right panel exhibits the relation in 2012.

Figure B plots the relation between innovation (INN) on the vertical
axis and structural change (SC1) on the horizontal axis, and the LOWESS
between the two indices. The relation between innovation and structural
change has witnessed a substantial change between 2000 and 2012.

While innovation and structural change show signs of a positive relation-
ship (linear) in 2000; by 2012, it becomes clear that innovation has a strong,
non-linear, correlation with structural change. For example, China, that in
2000 was innovating significantly, but lagging behind in terms of structural
change, experiences highest level in both innovation and structural change
in 2012. By 2012, the set of developing countries were witnessing more
than proportional increases in innovation with increasing structural change.
Hence, the returns to innovation were higher with increasing proportions of
employment in industry and services.

[FIGURE 5 HERE]

Figure B plots the relation between innovation (INN) and inclusion (INC).
The relation is positive and non-linear, both in 2000 and 2012. Countries
that were innovating with lower inclusion made very limited progress on fur-
ther innovations, while countries that were more inclusive back in 2000, re-
port higher innovations by 2012. The positive correlation between inclusion
and innovation, and a clear improvement in innovations for more inclusive
countries suggests inclusive processes for early increases in innovation inputs
and outputs, as measured by the composite index.

[FIGURE 6 HERE]

This brings us to the question of how SC and INC are related. Figure
@ plots the relation between structural change (SC) and inclusion (INC).
There is a positive relation for both years, but it has changed between the
two periods, to a somewhat logistic relationship in 2012. In 2000, inclu-
sion was positively correlated with increasing structural change, but at a

28Percent of firms with female participation in ownership; Proportion of permanent
full-time workers that are female (%).
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decreasing rate — initial changes from agriculture to manufacturing and ser-
vices seem to be more positively correlated to inclusion, than subsequent
changes to higher shares of manufacturing and services. By 2012, lower
levels of structural change are associated with an increasing return for im-
proved inclusion. Medium levels of structural change are correlated with
a drop in the rate of increase in inclusion. At higher levels of structural
change, the positive relation with an increasing rate of response in improved
inclusion is restored. This suggests that countries that witnessed increasing
structural change, also improved inclusion outcomes. The results are likely
to be driven by the poverty dimension of the inclusion index as several coun-
tries have achieved reduction in the intensity of poverty (as measured by the
poverty gap) and headcount of poor living below the poverty line. Yet the
Figure is silent on whether it is more structural change driving inclusion, or
the other way round: the trade-offs between structural change and inclusion
need further study.

[FIGURE 7 HERE]

4.3 Correlations: Panel OLS

Using the composite indexes of innovation, structural change and inclusion,
we examine the key relations between the three dimensions. First, we study
the relation between structural change (SC7) and innovation (INN), con-
trolling for past inclusion (INC'). Specifying this as Model 1, the estimated
equation is:

INN;t = a; + B1SCi + B2INCi 1 + €3¢ (2)

For country 4, and time t; 8 are the coefficients «; are the country-specific
intercepts to avoid any omitted variable bias arising from omitted factors
that vary across countries but are constant over the time-period of analysis;
and €;; is a country specific error term.

Second, we study the relation between innovation (INN) and inclusion
(INC), controlling for lagged structural change (SC7). The estimated equa-
tion for Model 2, where v, are the coefficients is:

INCy = a; + nMINNy + 'YQSOi,t—l + €t (3)

We estimate both equations using panel fixed-effects (within) regression with
Driscoll and Kraay standard errors that are heteroscedasticity consistent and
robust to general forms of cross-sectional and temporal dependence.

Table B reports the results for Model 1 in columns (I) and (II) and for
Model 2 in columns (III) and (IV). For Model 1, the results show that
innovation is positively and robustly correlated with structural change. In-
clusion outcomes in the previous period are also positively correlated with
innovation, showing a stronger effect. In Model 2, the strong and positive
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correlation between innovation and inclusion holds. However lagged struc-
tural change has no significant association with inclusion.

[TABLE 3 HERE]

4.4 Dynamic Relations between Structural Change, Innova-
tion, and Inclusion

We employ a panel vector autoregression (PVAR) analysis following Abriga
and Love (2016) to investigate the dynamic relationship between structural
change, innovation, & inclusion. Adopting the panel-data vector auto-
regression methodology, enables us to make use of the traditional VAR ap-
proach, while allowing for unobserved individual heterogeneity. The VAR
assumes endogeneity of all variables in the system and therefore allows us to
study the dynamics of purely exogenous shocks. The cross-sectional hetero-
geneity is addressed by including country-specific fixed effects, thus reducing
the risk of omitted variable bias.
The multivariate panel VAR can be formally described as

n
Yie =mi + Z BiYii—j + €it (4)
=1

Where Yj; is a 1x3 vector containing the set of endogenous variables (SCj,
INNy, INCL;) that vary by country ¢ and time ¢, 7; are the country-
specific fixed effects. The Y;;_; B; coeflicient matrices show, respectively,
the contemporaneous and (one year) lag effects of the three variables on one
another. ¢; includes the error terms.

The optimal lag order in PVAR was chosen using the three model se-
lection criteria™ by Andrews and Tai (2001). Based on Hansen (1982) J-
statistic of over-identifying restrictions, this criteria suggested a first-order
panel VAR. Any observations with missing data are dropped automatically.

Adopting Cholesky decomposition®® to ensure identification, the follow-
ing contemporaneous recursive ordering is specified: (1) structural change,
(2) innovation and (3) and inclusion. Structural change is treated as the
most exogenous variable in the system since it is expected to be affected
by contemporaneous changes in external factors rather than internal factors
related to innovation or inclusion. With greater structural change, there
is likely to be more innovation contemporaneously, whereas it is unlikely

2*Three criteria are the Akaike information criteria (AIC), the Bayesian information
criteria (BIC) and the Hannan Quinn information criteria (HQIC).

30T identify the model, a restriction needs to be imposed to orthogonalize the contem-
poraneous responses. The Cholesky decomposition achieves this by setting the order of
the variables from least to most endogenous. Variables ordered first in the system have a
contemporaneous and lag effect on the subsequent variables whereas variables order later
in the system have only a lag effect on the preceding variables.
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that the innovation would contemporaneously increase structural change.5
Relatively little is known about the distribution of gains from innovation,
and therefore the relation between innovation and inclusion. In light of
this unknown, we assume inclusion is the most endogenous variable, since it
depends on current values of both structural change and innovation. In con-
trast, inclusion may not contemporaneously affect either variable. The as-
sumption is that while inclusion can affect innovation and structural change,
such changes clearly needs time to materialize. Being the second variable
in the system, innovation depends on current values of structural change
— whereas structural change is not contemporaneously affected by innova-
tion, and innovation has a contemporaneous impact on inclusion — but not
vice-versa.

The system General Method of Moments (GMM) is used to estimate
equation (8),%2 by employing lags of regressors as instruments for the en-
dogenous variables. The system is exactly identified as it includes the same
amount of instruments as the number of endogenous variables. Moreover,
to ensure enough lags to adequately capture the dynamics underlying the
link between structural change, innovation, inclusion, we set j = 5. Next, to
account for country-specific fixed effects (n;), the variables are transformed
using first difference to remove panel-specific fixed effects.

Furthermore, the panel VAR model yields impulse response functions,
which show the time path of each variable following a shock to the other
variables in the system. We estimated orthogonalized impulse-response func-
tions. Accordingly, we analyse, for example, the response of innovation fol-
lowing a shock to both our structural change indices (SC1/SC2), the mag-
nitude of this shock, and whether this effect is statistically significant over
time. One setback of the GMM approach is that it imposes homogeneous
dynamics across units. Since our sample consisted only of developing coun-
tries, we expect the dynamics for structural change, innovation and inclusion
are similar across our set of countries.

31However, in the absence of very strong evidence for why inclusion does not affect either
variable contemporaneously, we present the results using alternative ordering of variables
in the robustness section.

32Fixed effects are correlated with the regressors due to lags of the dependent variable,
such that we use first differences. The differencing might result in a simultaneity problem
due to the correlation between regressors and the differenced error term. Heteroscedas-
ticity may also exist due to maintenance of heterogeneous errors with different countries
in the panel. Accordingly, after eliminating fixed effects by differencing, we applied the
panel GMM, where lagged regressors were used as instruments to estimate coefficients
more consistently
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5 Results

5.1 Baseline Results

Table B presents the Panel VAR results. The coefficients are average re-
sponses of the endogenous variables to an exogenous shock in any one vari-
able after controlling for time-invariant characteristics of individual coun-
tries®™. To operationalize these results, the impulse response functions are
presented in figure B. The solid line denotes the impulse response of the
variable following the column (“:”) to a one standard deviation shock to
a the variable preceding the column sign (“:”), whereas the grey area de-
notes the upper and lower bounds of the 95% confidence intervals that were
calculated using 200 Monte Carlo simulations.

[TABLE 4 HERE]

First, we notice that three indexes are strongly recursive (panels on the
diagonal in Figure 8): countries that experience above average structural
change, innovation, or inclusion in t, are expected to experience more struc-
tural change, innovation and inclusion in ¢t+1. The effect fades away through
time. First, structural change: after the first three period earlier structural
change does not induce more structural change. Second, innovation: the
effect of earlier innovation on future innovation becomes insignificant after
4 periods. Third, inclusion: although the effect of earlier on contemporary
inclusion reduced through time, it is still positive and significant after 10
time periods.

[FIGURE 8 HERE]

The impulse response analysis reveals that structural change (SC1) has
no significant impact on innovation over the 10-year period under study.
Even though the VAR coefficients suggest a positive and significant effect
on innovations in time ¢+ from structural change in time ¢ in Table 4,
there is no sign of this significant effect when we examine the impulse re-
sponses of innovation from the employment based structural change index
(panel in the central column of the bottom row in Figure 8). We suspect
this is evidence for the fair amount of time for resources to be diverted
towards innovation related activities, following an increasing proportion of
employment in industry and services.

Structural change (measured as employment shares — bottom panel in
the right column, Figure 8) has a tiny positive impact on inclusion for one
time period, which quickly becomes non significant. Looking at the VAR
results (without estimating the IRF), in Table 4, however we see no sign of

33We recognize that the reduced VAR regressions only provide suggestive results, that
are then useful to calculate the impulse responses.
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this effect, and only a barely significant positive effect of structural change
in ¢t on inclusion in ¢ + 1.

On the other hand, innovation (panels in the middle row, Figure 8)
has a positive and significant impact on structural change in the short run
(confirmed in Table 4). This takes the form of an inverted U-shape such
that there is an initial rise in structural change, with a peak of 0.006% by
the third year, before going down to almost no effect by the tenth year. The
positive effect is evidence of the initial rise in employment shares for industry
and services following an initial shock in innovation. There is then a decline
as the initial increases are internalized with more fundamental changes. The
inverted U-relation between innovation and structural change is evidence of
the initial innovation rents that are in favour of workers in manufacturing
and services. Once the system fully accomplishes the transition over time,
the increasing returns subside. On the relationship between innovation and
inclusion, the coefficients suggest a positive and significant lagged effect of
innovation (t) on inclusion (t+1) (Table 4). However, the impulse responses
shows that a shock to innovation (INN) is negative one year later, and fairly
uncertain after the first year.

The result of particular interest is the response of innovation to our
inclusion index (panels in the first row, Figure 8). Both the estimated
coefficients (Table 4) and the impulse responses suggest a strong and positive
effect of inclusion on innovation. This is the strongest effect, such that one
standard deviation shock to inclusion (INC') increases innovation (INN) in
the following years, and the effect increases through time (the more time
passes the stronger is the effect of inclusion on innovation). Innovation
reaches a peak of about 0.02% over five years, and remains significantly
high. With respect to structural change, although we observe a negative
significant lagged impact of inclusion on structural change in the coefficients
(Table 4), the response turns positive from the second year on, reaching a
peak of 0.005% by the sixth year; with a significant impact until the tenth
year. As for innovation, the effect grows through time: as time goes by, the
positive effect of inclusive societies increases.

To complement the impulse response functions, we report variance de-
compositions in Table I in the Appendix C2. While inclusion explains
67% of the variation in the innovation index and 9% of the variation in the
structural change index after 10 years, structural change and innovation ex-
plain, respectively, only 3.5% and 1.3% of the variation of inclusion after 10
years.

Given that our index of inclusion is multi-dimensional and captures not
just poverty and inequality, but also employment, wages, and gender par-
ticipation, the results suggest importance of inclusive processes that builds
capabilities leading to future innovation.

Next, we use an alternative index for structural change based on broader
and more dynamic socio-economic changes (SC2). Table B re-examines the
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Panel VAR results for the relation between structural change, innovation,
and inclusion.®® While Figure @ shows the impulse response functions to
one standard deviation shock in the other three indexes — from bottom to
top structural change, innovation, inclusion.

[TABLE 5 HERE]

The response of innovation to a shock in structural change (panel in bot-
tom row) is now positive and significant up to the fourth year (although the
estimated coefficient for one year lag taken alone is not significant (Table
5). Specifically, a one standard deviation shock to structural change (SC1)
increases innovation (INN) by about 0.01% by the third year (third panel,
central column in Figure 9). Considering a broader measure of structural
change, efforts in research and development, firm-level innovations and ICT
are likely to go up. In fact, the impact from this type of structural change
seems to kick in fairly quickly, but turns insignificant after the fourth year.
On the other hand, innovation has a non significant impact on structural
change. Structural change also does not have any significant effect on inclu-
sion.

[FIGURE 9 HERE]

As for innovation (second panel in the left column), we confirm that it
has no significant effect on inclusion, and in this case also no detectable
significant effect on structural change.

Instead, when we look at the effect of a one standard deviation shock
in inclusion (first panel in the central column) we find again a positive,
significant, and persistent response in innovation. This is again the strongest
effect, such that innovation still reaches a peak of about 0.01% over five
years, albeit somewhat lower than when using SC1. Therefore, our findings
strongly suggest that inclusion has a strong dynamic impact, by building
capabilities leading to future innovation.

Finally, the lagged impact of inclusion on structural change is positive
and significant in the coefficients (Table 5). In the IRFSs, the response of
structural change is positive, reaching a higher peak of about 0.01%, that
turns insignificant after the fourth year (first panel, right column). The
findings with a broader measure of structural change provide stronger evi-
dence of how lower poverty and inequality with higher gender participation
(higher inclusion), lead to higher structural change for about four years.

34For this PVAR system, we set j = 4, because the structural change index is based
on urbanization, firm size, total Factor productivity, and gross capital formation, which
are likely to change at a faster pace than employment shares. The impulse response
functions are presented with a similar causal ordering as the first baseline: structural
change, innovation, inclusion.
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To complement the impulse response functions, we report variance de-
compositions in Table 11 in the Appendix C.2. The result provide a strong
confirmation that when we employ a broader index of structural change,
most of its variation after 10 years is explained by inclusion (40%) and in-
novation (13%); only the remaining 46% is explained by earlier changes in
the structure of the economy. Variations in innovation after 10 years are
mainly explained by inclusion 10 years before (73% of the variance) and
to some extent by structural change (17%). Instead, as with earlier results
using SC'1, neither innovation nor structural change explain a great deal
of the variation in inclusion, neither after one period, nor after 10 years:
innovation explains 7.5% and structural change 3.4%.

The PVAR results reveal the causal relationship. We also undertook
the Granger causality test to examine the direction of causality further.
Overall, the results of Granger causality tests suggest a bi-directional rela-
tionship between structural change and innovation, and between innovation
and inclusion. While, inclusion granger-causes structural change, structural
change does not granger-cause inclusion.

The modulus of each eigenvalue of the estimated models were calculated
to examine the stability condition of the PVAR models (Lutkepohl (2005)).
In our case, the estimated PVAR baseline models satisfy the stability con-
dition, as all eigenvalues lie inside the unit circle. The stability conditions
for the baseline with SC1 and SC?2 are outlined in Appendix [D.

In sum, taking all results together, and with reference to Figure 1 we find
that: innovation has a positive effect on structural change in the mid run,
when we measure structural change with employment shares in manufactur-
ing and services; structural change has a positive effect on innovation in the
mid term, when we measure structural change with broader socio-economic
changes; neither innovation nor structural change have any significant effect
on inclusion (if we exclude small static effect that do not come up in the
impulse response function); and inclusion has positive, significant and long
lasting effects on both innovation and structural change. We summarise
those results in figure M, where a grey arrow indicates no significant effect,
a black arrow indicate a significant one lag effect, which is not confirmed in
the impulse response function, and a red arrow indicates a significant mid
or long term effect in the impulse response function.

[FIGURE 10 HERE]

5.2 Types of Innovation

We now examine the PVAR using two sub-indexes for innovation: (1) R&
D (Formal) innovation index (INN1) and (2) Firm-level innovation index
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(INN2).53. We report results using both the structural change indexes SC1
and SC2.

Results with employment-based structural change (SC1) suggest a pos-
itive impact of lagged structural change on formal innovation in the coef-
ficients in Table 2. The positive impact reduces and turns insignificant
(in impulse responses) after the second year (First panel, central column in
Figure [2). While, firm-level innovation shows a positive and significant re-
sponse to a shock in structural change until about the fifth year (First panel,
central column in Figure [3). These results suggest that the insignificant
result for structural change that we found with the overall innovation index
was due to the fact that different aspects of innovation respond differently
to structural change.

[FIGURE 12 HERE]
[FIGURE 13 HERE]

When we examine the results for types of innovation with broad struc-
tural change (SC2), the effects are closer to the overall baseline result, as we
find positive and significant effects on both types of innovation until about
the fourth year (First panel, central column in Figures [ and [IH).

[FIGURE 14 HERE]
[FIGURE 15 HERE]

Overall findings here are the following. First, with an increasing propor-
tion of employment in industry and services, the strongest impact appears
to be on firm-level innovations, while there is an initial but short-lived pos-
itive impact on R&D innovation. Second, using a more broad measure of
structural change, we observe the first part of the virtuous cycle such that
structural change leads to both R&D and firm-level innovations.

However, the second part of the virtuous cycle from innovation to struc-
tural change seems absent over the 10 year period of our analysis. With both
types of structural change (SC1 and SC2), the lagged impact of innovation
on structural change is insignificant with an impulse in innovation; the only
exception being a small positive response of broad structural change (SC2)
to firm-level innovation (Second panel, right column in Figure 15).

The impact of structural change on inclusion exhibits a similar pattern
where, inclusion shows insignificant effect to shocks in structural change.
Again, the only exception is the case of firm-level innovation, where we find
a very small positive impact such that inclusion improves in response to

3%We do not discuss results using our third category of ICT Innovation Index (INN3),
owing to instability of PVAR with this sub-index.
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broad structural change (SC2) in the initial three years (Third panel, left
column in Figure 15).

The positive and significant impact of inclusion on innovation still holds
for both formal R&D innovation and firm-level innovation in the case of em-
ployment based structural change (SC1). Looking at the impulse responses,
the positive response of innovation from inclusion reaches a peak of 0.01%
by the fifth year with firm-level innovation, but the effect is merely 0.003%
with R&D, that turns uncertain only after two years. However, with broad
structural change (SC2), the impact of inclusion on both types of innovation
(First panel, central column in Figures 14 and 15), shows a very small posi-
tive effect before turning insignificant from the second year. The results for
the effect of inclusion on innovation suggest the strongest impact for firm-
level innovations, when we consider the case of employment based structural
change.

In all cases, the impact of innovation on inclusion is insignificant (Sec-
ond panel, first column in all Figures of IRFs for innovation types). This
confirms our overall baseline where we find no significant impact whatsoever
for innovation on inclusion within the ten year period.

Finally, the exceptional results with firm-level innovation and the broad
measure of structural change (SC2) above, suggest potential for inclusive
structural change as there is evidence of a virtuous cycle between structural
change and innovation, inclusion leads to innovation, and structural change
in turn also has a small positive impact on structural change.

In what follows, we report some of the robustness analyses that was un-
dertaken to investigate the sensitivity of the baseline results.

5.3 Robustness

This subsection summarizes two types of sensitivity tests to check the ro-
bustness of the results. The first considers changing the recursive ordering
between the variables in the VAR. The second involves applying the panel
regression to allow a number of sensitivity tests.

The baseline specification restricts contemporaneous effects of SC and
INN on INCL, while the alternative specification restricts to INN, SC and
INCL. Since the variables are contemporaneously correlated, restrictions will
tend to limit the positive impact of a variable on the other. As expected,
the alternative specification shows a lower peak response (before turning
insignificant) of innovation to inclusion (0.015% vs.0.02% in the baseline)
and of innovation on structural change (0.004% vs. 0.006% in the baseline).
Since differences are small, they do not change the overall interpretation of
results.

We also implemented sensitivity tests with the panel OLS. First, we con-
trol for GDP per capita that may influence the relation between innovation,
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inclusion and structural change. Second, we also control for other vari-
ables such as trade, education, and financial development. In model 1, the
coefficient on structural change becomes significantly smaller, but remains
significant; however past inclusion turns insignificant. In model 2, the coef-
ficient for innovation turns negative when we control for additional factors.
The results suggest important interaction effects for inclusion with factors
such as education. Further checks with the panel OLS remain directions for
further research as the main aim of this paper was to examine the dynamic
relations.

6 Conclusions

This paper provides evidence on the three-way dynamic relations between
innovation, structural change and inclusion. The extant literature suggests
a strong positive feedback between innovation and structural change, but
is more ambiguous on how either is related to inclusion. As we discuss in
the framework, this relation is crucial: if inclusion is a necessary condition
for more innovation, for example because talented individuals must have
access to the resourced to innovate, a negative effect of innovation and/or
structural change on inclusion may reduce future innovation and structural
change, thus also reducing the positive feedback between innovation and
structural change.

In this paper we add inclusion to the equation and test its relation with
innovation and structural change. Accounting for the multidimensionality
of innovation, structural change, and inclusion, to measure each of them
we extract the underlying unobserved common factor structure from vari-
ous well-known macro indicators, available for a sufficiently large panel of
developing countries. We build a structural vector auto regression (SVAR)
model for a short panel of developing countries over 13 years.

The virtuous cycle between innovation and structural change that is
well-documented in the literature is also confirmed in our results. However,
neither innovation nor structural change have a significant impact on inclu-
sion. At least, experience from the country included do not send a worrying
signal that innovation and structural change processes have been largely
exclusive, according to the macro indicators used in this paper.

Instead, our strongest result is the positive effect of inclusion on both
innovation and structural change. We find that in the medium run the
variable that explains most of the variance in innovation is inclusion (more
than innovation itself and structural change). This suggests that inclusion
nurture innovation, but not the other way round. There is no virtuous cycle
between innovation and inclusion.

At the macro level, these results send a strong policy message. If inclu-
sion has a strong positive effect on innovations and structural change (which
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reinforce each other) over a ten year period, there are two clear policy impli-
cations. First, the only way to improve inclusion is direct inclusive policies
(fiscal and redistributive policies, access to education, access to credit, etc),
as neither innovation nor structural change, alone, improve inclusion — on
average in the countries included in our study. Second, there is a space
to make innovation and structural change more inclusive (as they do not
appear to be so in current evidence). This would create a virtuous cycle
between innovation, structural change and inclusion. Currently, innovation
and structural change feed themselves, but are hold back by a lack of im-
pact of inclusion — in the countries included in this study. If they were also
inclusive, more innovation would also lead to more inclusion, which seem to
lead to more innovation and structural change in the future

When we decompose the innovation index (formal, firm-level and ICT),
we find each related differently to both structural change and inclusion.
Therefore, different types of innovation react differently in their relations
with inclusion and structural change. This suggests more nuanced innova-
tion policy.

The paper has a number of limitations. First, in terms of measure-
ment, we use rather coarse indicators of structural change, innovation, and
inclusion, which may not do justice to the multiple dimensions of all three
dynamics, and the multiple ways in which they intersect. Crucially, we leave
out important chunks of innovation which are likely to occur in the coun-
tries covered in the paper — but which are not reflected in the variables for
which data is collected and available — and multiple aspects of inclusion and
exclusion, such as the participation in the innovation process, to name one.
Extending the framework to micro-data on innovations, inclusion and struc-
tural change, where more detailed information on the three processes can
be captured and modelled, remains an important topic of further research.
Estimating the dynamic relations with micro-data will enable to overcome
the above limits to current research in this paper.
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A Tables

INC favours INN INC reduces INN
t SC INN INC t SC INN INC
t-1 t-1
SC + + SC + +
1 INN + + INN + +
INC + + INC + -
SC + - SC + -
2 INN + + INN + +
INC + + INC + -
SC + + SC + +
3 INN + - INN + -
INC + + INC + -
SC + - SC + -
4 INN + - INN + -
INC + + INC + -

Notes: INN: innovation; SC: structural changes; INC: inclusion; EXC:
exclusion. “4/-” indicates a positive/negative relation between the vari-
ablein ¢t — 1 and in ¢t.

Table 1: Four scenarios in the dynamic relations between innova-
tion, structural changes, and inclusion.

Source: own elaboration
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Variable Obs Mean Std. Dev. Min Max
Employment Based SC
Structural Change Index-SC1 386  0.470 0.263 0 1
Broad Structural Change Index
Structural Change Index-SC2 350 0.450 0.267 0 1
Inclusion Index (INC) 422 0.621 0.256 0 1
Innovation Index (INN) 299 0.251 0.221 0
Innovation Sub-Indexes
R&D Innovation Index (INNT) 396 0.443 0.196 0 1
Firm-Level Innovation Index (INN2) 325 0.258 0.202 0 1
ICT Innovation Index (INN3) 396 0.368 0.235 0 1
Table 2: Summary Statistics for Indexes
Figure 2 presents the summary statistics of the indezes.
MODEL 1 MODEL 2
Dependent Variable-Innovation Dependent Variable-Inclusion

Variables I 11 Variables 111 v
Structural Change 0.325***  0.213*** | Innovation Index  0.262*** (0.251%**
Index (0.081) (0.046) (0.010) (0.013)
Inclusion Index 1.183*** | Structural Change 0.033
(t-1) (0.099) | Index (t-1) (0.019)
Constant 0.116*** -0.572*%** | Constant 0.557***  (0.551***

(0.024) (0.068) (0.006) (0.005)
Observations 286 264 Observations 299 264
Countries 22 22 Countries 23 22

Robust standard errors in parentheses
K p<0.01, ** p<0.05, * p<0.1

Table 3: Panel OLS regression results-Model 1 & Model 2

Figure 3 presents the results for panel OLS with structural change index-SC1. In model
1 (columns I and II), the dependent variable is innovation regressed on structural change
and lagged inclusion. The dependent variable in model 2 (columns III and IV) is inclusion

regressed on innovation and lagged structural change.
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(1) (2) (3)

VARIABLES Structural Change SC1 Innovation Inclusion
Structural Change(t-1) 0.523*** 0.030* -0.019
(0.075) (0.018) (0.013)
Innovation(t-1) 0.197%** 0.686***  0.038***
(0.037) (0.049) (0.012)
Inclusion(t-1) -0.180** 1.021%**  (.872%**
(0.081) (0.126) (0.033)
Observations 176 176 176

Robust standard errors in parentheses
R p<0.01, ** p<0.05, * p<0.1

Table 4: PVAR(1) regression results for Structural Change (SC1), Innova-
tion, Inclusion

Using panel data from 2000-2013 (13 years) for the 33 developing and emerging countries,
Table 4 presents the Panel VAR results for structural change index-SC1 with Innovation
and Inclusion. The coefficients are average responses of the endogenous variables to an
exogenous shock in any one variable after controlling for time-invariant characteristics of
individual countries.
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(1) (2) (3)

VARIABLES Structural Change SC2 Innovation Inclusion
Structural Change(t-1) 0.931%** 0.002 0.022
(0.067) (0.042)  (0.021)
Innovation(t-1) -0.075 0.871%** 0.005
(0.055) (0.051)  (0.018)
Inclusion(t-1) 0.593*** 0.784***  (.892%**
(0.133) (0.139) (0.050)
Observations 189 189 189

Robust standard errors in parentheses
R p<0.01, ** p<0.05, * p<0.1

Table 5: PVAR(1) regression results for Structural Change (SC2), Innova-
tion, Inclusion

Using panel data from 2000-2013 (13 years) for the 33 developing and emerging countries,
Table 5 presents the Panel VAR results for structural change index-SC2 with Innovation
and Inclusion. The coefficients are average responses of the endogenous variables to an
exogenous shock in any one variable after controlling for time-invariant characteristics of
individual countries.
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B Figures

INNOVATION

STRUCTURAL CHANGE| INCLUSION

Figure 1: A three-way virtuous cycle?.

Source: own elaboration based on (Ciarli et al., 2018)
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Exclusive SC

Exclusive INN

Inclusive INN

Inclusive SC

Figure 2: Dynamic relations between innovation, structural
changes, and inclusion. Notes: INN: innovation; SC: structural changes;
INC: inclusion; R: reinforcing mechanisms — a positive shock in one variable
induces a positive effect in the other variable; B: balancing mechanisms — a
positive shock in one variable induces a negative effect on the other variable.
Blue indicates a positive impact; red indicates a negative impact. Example,
starting from SC. As SC increases in t, INN will increase in t + 1; in turn,
SC will increase in t + 2 because of the reinforcing mechanism between SC
and INN, and so on; INN (t + 1) can increase (blue) or decrease (red) INC
int+2; also SC (t) can increase (blue) or decrease (red) INC int+1; INC
int+1(t+2) can increase (reinforcing mechanism) or decrease (balancing
mechanism) INN in t +2(t + 3); and so on.

Source: own elaboration based on (Ciarli et al., 2018)
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INC favours INN INC reduces INN

o @ n @ N SC @ w @ W
N
Inclusive INN Inclusive INN
Inclusive SC Inclusive SC
A B
. . :
sC @ INN @ INC ~
Inclusive INN Inclusive INN
Exclusive INN Exclusive INN
m
SC @ INN @ INC
. .
Inclusive SC Inclusive SC

Figure 3: Four scenarios in the dynamic relations between innova-
tion, structural changes, and inclusion..

Source: own elaboration based on (Ciarli et al., 2018)
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Figure 5: Structural Change & Innovation-2000 & 2012

Figure 5 presents the locally weighted smoothing regression (LOWESS) between the indices
of Inmovtion (INN) and structural change (SC1) to examine their association and how it
changed between 2000 and 2012. The dots indicate the levels of the indexes; the red line
is an estimate of the locally weighted relation. The panels on the left exhibit the relation
in 2000 and the right panel exhibits the relation in 2012.
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Figure 6: Inclusion & Innovation-2000 & 2012

Figure 6 presents the locally weighted smoothing regression (LOWESS) between the indices
of Innovation (INN) and inclusion (INC) to examine their association and how it changed
between 2000 and 2012. The dots indicate the levels of the indexes; the red line is an
estimate of the locally weighted relation. The panels on the left exhibit the relation in 2000
and the right panel exhibits the relation in 2012.
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Figure 7: Structural Change & Inclusion-2000 & 2012

Figure 7 presents the locally weighted smoothing regression (LOWESS) between the indices
of Inclusion (INC) and Structural change (SC1) to examine their association and how it
changed between 2000 and 2012. The dots indicate the levels of the indexes; the red line
is an estimate of the locally weighted relation. The panels on the left exhibit the relation
in 2000 and the right panel exhibits the relation in 2012.
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Figure 8: Impulse response functions. Variables: SCI1, INN, INCL.

Figure 8 reports the coefficients from the baseline estimation with employment based structural change index-SC1, innovation index-INN and the
inclusion index-INC. The column on the left contains plots of the responses of INC to a shock of one standard deviation (impulse) in INC, INN and
SC1. The column in the center contains the plots of the responses of INN to a shock of one standard deviation (impulse) in INC, INN and SC1.
The column on the right are responses of SC to a shock of one standard deviation (impulse) in INC, INN and SC1. The IRF confidence intervals
are computed using 200 Monte Carlo draws based on the estimated model.



44

Response of INC from a 1% shock in INC Response of INN from a 1% shock in INC Response of SC from a 1% shock in INC
.01+

.005+

0

Response of INC from a 1% shock in INN Response of INN from a 1% shock in INN Response of SC from a 1% shock in INN
.0024

0
-.002

-.004

-.006

Response of INC from a 1% shack in SC Response of INN from a 1% shock in SC Response of SC from a 1% shock in SC
.01+

.005+

-.0054

o 4
(4]
=
o
[4)]
=y
o
o 4
[4)]
-
o

Figure 9: Impulse response functions. Variables: SC2, INN, INCL.

Figure 9 reports the coefficients from the baseline estimation with employment based structural change index-SC2, innovation index-INN and the
inclusion index-INC. The column on the left contains plots of the responses of INC to a shock of one standard deviation (impulse) in INC, INN and
SC2. The column in the center contains the plots of the responses of INN to a shock of one standard deviation (impulse) in INC, INN and SC2.
The column on the right are responses of SC to a shock of one standard deviation (impulse) in INC, INN and SC2. The IRF confidence intervals
are computed using 200 Monte Carlo draws based on the estimated model.
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of structural change (a) employment shares in services and manufacturing;
(b) broader socio-economic transformations.
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C Tables for Appendix

C.1 Indexes by country year
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Country Name 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012
Botswana 0.187 0.187 0.187 0.187 0.187 0.186 0.187 0.188 0.189 0.188 0.244 0.301 0.349
Brazil 0.533 0.538 0.544 0.562 0.590 0.624 0.656 0.686 0.715 0.746 0.777 0.804 0.822
Burkina Faso  0.066 0.066 0.073 0.077 0.080 0.072 0.068 0.063 0.065 0.084 0.107 0.127 0.130
China 0.655 0.663 0.677 0.701 0.729 0.762 0.798 0.841 0.888 0.918 0.943 0.961 1.000
Colombia 0.158 0.161 0.165 0.177 0.187 0.196 0.205 0.225 0.248 0.270 0.343 0.414 0.487
Ethiopia 0.036 0.036 0.036 0.037 0.037 0.037 0.037 0.038 0.038 0.038 0.044 0.117 0.193
Gambia, The 0.128 0.128 0.128 0.129 0.130 0.132 0.135 0.136 0.136 0.136 0.138 0.162 0.188
Ghana 0.000 0.000 0.001 0.002 0.004 0.005 0.007 0.010 0.013 0.016 0.030 0.045 0.060
India 0.272 0.271 0.271 0.271 0.274 0.282 0.290 0.297 0.301 0.305 0.312 0.320 0.331
Kenya 0.100 0.101 0.102 0.105 0.108 0.110 0.115 0.121 0.127 0.130 0.209 0.302 0.399
Mexico 0.225 0.231 0.246 0.269 0.298 0.321 0.331 0.334 0.332 0.350 0.420 0.492 0.557
Morocco 0.440 0.441 0.439 0.443 0.456 0.475 0.493 0.502 0.524 0.550 0.595 0.627 0.660
Mozambique 0.100 0.101 0.101 0.102 0.102 0.103 0.106 0.108 0.096 0.082 0.087 0.105 0.124
Nigeria 0.003 0.003 0.003 0.004 0.006 0.010 0.016 0.023 0.038 0.055 0.075 0.090 0.104
Pakistan 0.029 0.032 0.036 0.045 0.053 0.068 0.080 0.108 0.125 0.135 0.128 0.116 0.112
Philippines 0.235 0.236 0.238 0.241 0.244 0.245 0.245 0.246 0.247 0.251 0.274 0.302 0.333
Senegal 0.129 0.130 0.130 0.132 0.136 0.140 0.144 0.148 0.158 0.167 0.181 0.190 0.200
South Africa 0.404 0.405 0.407 0.412 0.426 0.439 0.453 0.458 0.463 0.462 0471 0.493 0.526
Sri Lanka 0.072 0.072 0.072 0.074 0.076 0.080 0.079 0.078 0.077 0.083 0.093 0.106 0.120
Turkey 0.323 0.329 0.338 0.359 0.414 0.473 0.530 0.576 0.653 0.737 0.805 0.842 0.880
Uganda 0.069 0.069 0.069 0.064 0.060 0.055 0.060 0.069 0.081 0.092 0.106 0.119 0.130
Vietnam 0.243 0.245 0.246 0.251 0.258 0.272 0.287 0.303 0.316 0.328 0.340 0.354 0.370
Zambia 0.131 0.132 0.132 0.134 0.136 0.140 0.144 0.148 0.163 0.176 0.194 0.200 0.208
Table 6: Innovation Index-INN, by country and year

Figure 6 presents the innovation indexes by country and year.
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Country Name 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012
Botswana 0.684 0.735 0.752 0.755 0.724 0.693 0.650 0.606 0.563 0.563 0.579 0.595 0.611
Brazil 0.696 0.688 0.688 0.684 0.685 0.685 0.690 0.700 0.712 0.720 0.777 0.780 0.789
Burkina Faso ~ 0.000 0.000 0.000 0.000 0.000 0.000 0.016 0.083 0.150 0.201 0.201 0.201 0.201
Cambodia 0.136 0.159 0.167 0.182 0.236 0.290 0.344 0.344 0.279 0.215 0.221 0.292 0.362
Chile 0.758 0.764 0.766 0.768 0.810 0.852 0.897 0.902 0.908 0.912 0.872 0.830 0.791
China 0.235 0.235 0.247 0.488 0.731 0.965 0.973 0.980 0.982 0.981 0.981 0.990 1.000
Colombia 0.888 0.704 0.698 0.626 0.681 0.674 0.674 0.680 0.694 0.701 0.698 0.698 0.703
Ethiopia 0.807 0.807 0.807 0.807 0.807 0.560 0.556 0.553 0.797 0.797 0.797 0.795 0.794
Ghana 0.316 0.316 0.316 0.316 0.316 0.316 0.316 0.316 0.316 0.316 0.366 0.415 0.465
India 0.311 0.311 0.311 0.311 0.311 0.331 0.350 0.370 0.370 0.370 0.392 0.415 0.454
Kenya 0.231 0.231 0.231 0.231 0.231 0.231 0.231 0.231 0.231 0.231 0.231 0.231 0.231
Malaysia 0.792 0.809 0.813 0.824 0.817 0.812 0.807 0.802 0.802 0.797 0.799 0.807 0.813
Mexico 0.754 0.750 0.746 0.745 0.746 0.755 0.762 0.771 0.775 0.778 0.778 0.775 0.768
Morocco 0.901 0.900 0.759 0.619 0.472 0.468 0.469 0484 0.502 0.513 0.521 0.525 0.528
Mozambique 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039
Nepal 0.241 0.241 0.241 0.241 0.197 0.182 0.152 0.152 0.152
Niger 0.293 0.293 0.293 0.293 0.293 0.293 0.293 0.293 0.293 0.293 0.293 0.293 0.293
Nigeria 0.390 0.390 0.390 0.390 0.390 0.390 0.390 0.377 0.364 0.352 0.352 0.352 0.352
Pakistan 0.425 0.425 0.450 0.476 0.497 0.493 0489 0489 0484 0479 0475 0477 0478
Peru 0.788 0.776 0.771 0.755 0.753 0.751 0.758 0.767 0.781 0.814 0.843 0.870 0.873
Philippines 0.509 0.509 0.507 0.508 0.510 0.513 0.514 0.516 0.515 0.516 0.520 0.527 0.537
Rwanda 0.048 0.048 0.048 0.048 0.048 0.048 0.048 0.048 0.048 0.048 0.048 0.048 0.064
Senegal 0.357 0.357 0.357 0.357 0.357 0.357 0.370 0.382 0.395 0.395 0.395 0.374 0.353
South Africa 0.750 0.740 0.728 0.715 0.720 0.739 0.754 0.764 0.768 0.775 0.801 0.825 0.846
Sri Lanka 0.534 0.534 0.534 0.536 0.542 0.561 0.583 0.602 0.606 0.601 0.593 0.585 0.596
Thailand 0.424 0.438 0.445 0.459 0.474 0485 0495 0497 0496 0.506 0.516 0.519 0.518
Turkey 0.578 0.566 0.571 0.574 0.585 0.605 0.649 0.694 0.722 0.721 0.718 0.716 0.715
Uganda 0.141 0.141 0.141 0.152 0.163 0.155 0.137 0.118 0.118 0.120 0.123 0.125 0.125
Vietnam 0.238 0.250 0.261 0.287 0.314 0.333 0.366 0.390 0415 0415 0415 0.415 0.430
Zambia 0.134 0.134 0.134 0.134 0.134 0.135 0.137 0.138 0.141 0.145 0.148 0.148 0.208

Table 7: Employment Based Structural Change Index-SC1, by Year

Figure 7 presents the employment based structural change indexes-SC1 by country and year.
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Country Name 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012
Botswana 0.522 0.525 0.530 0.537 0.547 0.543 0.534 0.534 0.559 0.594 0.655 0.692 0.724
Brazil 0.694 0.690 0.687 0.682 0.685 0.691 0.699 0.710 0.726 0.731 0.738 0.739 0.747
Burkina Faso ~ 0.083 0.060 0.065 0.074 0.102 0.126 0.130 0.135 0.143 0.183 0.224 0.259 0.285
China 0.592 0.598 0.604 0.627 0.657 0.685 0.703 0.716 0.736 0.762 0.788 0.808 0.819
Colombia 0.503 0.508 0.513 0.525 0.536 0.547 0.561 0.575 0.588 0.591 0.627 0.667 0.710
Ethiopia 0.234 0.225 0.223 0.222 0.230 0.240 0.249 0.256 0.259 0.259 0.258 0.309 0.376
Gambia, The 0.183 0.213 0.218 0.245 0.318 0.388 0.450 0.443 0.436 0.425 0.396 0.395 0.391
Ghana 0.352 0.351 0.333 0.328 0.342 0.381 0.392 0.384 0.376 0.382 0.404 0.421 0.455
India 0.324 0.334 0.337 0.348 0.369 0.396 0.423 0451 0463 0477 0474 0.480 0.476
Kenya 0.256 0.264 0.257 0.257 0.254 0.264 0.273 0.287 0.296 0.301 0.304 0.312 0.321
Malaysia 0.947 0.937 0.936 0.930 0.936 0.941 0.953 0.964 0.969 0.962 0.965 0.974 1.000
Mexico 0.613 0.602 0.597 0.596 0.607 0.621 0.633 0.641 0.651 0.650 0.721 0.790 0.867
Morocco 0.812 0.823 0.827 0.841 0.852 0.863 0.870 0.880 0.906 0.919 0.922 0.916 0.919
Mozambique 0.374 0.341 0.352 0.335 0.329 0.294 0.275 0.258 0.254 0.246 0.255 0.279 0.369
Nepal 0.002 0.000 0.021 0.055 0.074 0.081 0.110 0.133 0.143
Niger 0.015 0.014 0.020 0.031 0.039 0.067 0.093 0.121 0.149 0.166 0.196 0.198 0.203
Nigeria 0.078 0.118 0.130 0.158 0.147 0.125 0.101 0.092 0.094 0.109 0.145 0.182 0.201
Pakistan 0.273 0.272 0.270 0.270 0.271 0.280 0.291 0.300 0.305 0.304 0.300 0.290 0.287
Peru 0.808 0.802 0.801 0.798 0.799 0.802 0.813 0.831 0.858 0.861 0.854 0.838 0.840
Philippines 0.542 0.557 0.569 0.581 0.580 0.571 0.555 0.540 0.530 0.522 0.528 0.530 0.532
Rwanda 0.087 0.094 0.099 0.110 0.123 0.136 0.149 0.164 0.190 0.213 0.229 0.246 0.272
Senegal 0.197 0.188 0.183 0.190 0.202 0.225 0.234 0.256 0.275 0.268 0.249 0.234 0.255
South Africa 0.554 0.553 0.556 0.563 0.575 0.586 0.599 0.610 0.627 0.632 0.631 0.626 0.627
Sri Lanka 0.295 0.268 0.263 0.246 0.256 0.268 0.287 0.296 0.299 0.289 0.294 0.308 0.347
Thailand 0.736 0.736 0.737 0.746 0.764 0.800 0.825 0.840 0.849 0.844 0.853 0.858 0.887
Turkey 0.771 0.748 0.749 0.744 0.750 0.716 0.687 0.662 0.699 0.711 0.737 0.745 0.762
Uganda 0.068 0.074 0.078 0.088 0.090 0.096 0.096 0.101 0.102 0.113 0.123 0.136 0.143
Zambia 0.501 0.519 0.522

Table 8: Broad Structural Change Index-SC2; by Year

Figure 8 presents the broad structural change indexes-SC2 by country and year.
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Country Name 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012
Botswana 0.866 0.866 0.866 0.866 0.866 0.866 0.866 0.866 0.866 0.881 0.911 0.942 0.956
Brazil 0.899 0.893 0.892 0.888 0.891 0.893 0.900 0.904 0.909 0912 0914 0915 0.918
Burkina Faso 0.298 0.298 0.298 0.298 0.298 0.298 0.299 0.300 0.302 0.320 0.338 0.356 0.356
Cambodia 0.552 0.553 0.554 0.555 0.552 0.549 0.546 0.555 0.570 0.600 0.623 0.641 0.648
Chile 0.987 0.987 0.986 0.984 0.983 0.983 0.983 0.984 0.98 0.987 0.972 0.951 0.931
China 0.897 0.897 0.897 0.897 0.897 0.919 0.941 0963 0969 0.974 0.983 0.991 1.000
Colombia 0.911 0.897 0.907 0.913 0.931 0.936 0.942 0.947 0.946 0.945 0.915 0.891 0.864
Congo, Dem. Rep. 0.000 0.000 0.000 0.000 0.000 0.002 0.004 0.005 0.005 0.044

Ethiopia 0.478 0.478 0.478 0.478 0.478 0478 0.513 0.549 0.585 0.590 0.600 0.625 0.646
Gambia, The 0.452 0.452 0.452 0452 0452 0.452 0.452 0.452 0452 0452 0452 0.452 0.452
Ghana 0.666 0.666 0.666 0.666 0.666 0.666 0.666 0.666 0.666 0.666 0.664 0.662 0.661
India 0.369 0.369 0.369 0.369 0.369 0.369 0.369 0.369 0.369 0.380 0.393 0.420 0.437
Kenya 0.542 0.542 0.542 0.542 0.542 0.544 0.564 0.583 0.601 0.606 0.611 0.615 0.614
Malaysia 0.848 0.850 0.852 0.853 0.853 0.852 0.850 0.849 0.848 0.849 0.850 0.852 0.852
Mexico 0.846 0.846 0.846 0.847 0.848 0.849 0.857 0.866 0.873 0.873 0.878 0.884 0.891
Morocco 0.755 0.755 0.755 0.755 0.755 0.754 0.763 0.775 0.785 0.786 0.785 0.785 0.784
Mozambique 0.180 0.180 0.180 0.180 0.180 0.180 0.180 0.180 0.206 0.233 0.260 0.260 0.260
Myanmar 0.683 0.683 0.683 0.683 0.683 0.683 0.685 0.686 0.688 0.691 0.712 0.734 0.753
Nepal 0.489 0.489 0.489 0.489 0.489 0.489 0.525 0.561 0.597
Niger 0.126 0.126 0.126 0.126 0.126 0.126 0.126 0.131 0.136 0.163 0.185 0.246 0.284
Nigeria 0.324 0.324 0.324 0.324 0.324 0.324 0324 0.324 0.324 0.328 0.332 0.336 0.336
Pakistan 0.427 0.427 0.431 0.435 0454 0473 0490 0496 0497 0.499 0.502 0.508 0.513
Peru 0.782 0.782 0.806 0.833 0.840 0.822 0.804 0.811 0.820 0.827 0.825 0.822 0.818
Philippines 0.881 0.879 0.878 0.877 0.878 0.880 0.882 0.883 0.886 0.893 0.900 0.907 0.909
Rwanda 0.324 0.324 0.324 0.324 0.324 0.348 0.373 0.398 0.398 0.398 0.417 0.441 0.474
Senegal 0.400 0.400 0.400 0.400 0.400 0.415 0.429 0.444 0444 0444 0.444 0.446 0.448
South Africa 0.784 0.784 0.784 0.784 0.784 0.783 0.804 0.827 0.864 0.880 0.893 0.894 0.895
Sri Lanka 0.757 0.760 0.760 0.762 0.763 0.764 0.767 0.769 0.771 0.770 0.766 0.761 0.764
Thailand 0.953 0.954 0.955 0.956 0.961 0.966 0.969 0.966 0.964 0.962 0.963 0.960 0.959
Turkey 0.701 0.699 0.700 0.700 0.706 0.715 0.724 0.729 0.761 0.794 0.827 0.830 0.835
Uganda 0.369 0.369 0.369 0.369 0.370 0.388 0.406 0.424 0424 0453 0481 0.510 0.517
Vietnam 0.629 0.633 0.633 0.637 0.658 0.680 0.708 0.716 0.733 0.742 0.773 0.804 0.832
Zambia 0.434 0.434 0.434 0.435 0.427 0418 0400 0.390 0.383 0.384 0.382 0.380 0.377
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C.2 Baseline-Variance decomposition

Years

0 0

1 1

2 0.972
3 0.943
4 0.922
5 0.905
6 0.889
7 0.872
8 0.854
9 0.835
10 0.817

Table 10:

SC1

0

0
0.026
0.055
0.075
0.087
0.092
0.094
0.095
0.094
0.093

0

0
0.002
0.002
0.003
0.008
0.019
0.034
0.052
0.071
0.091

0
0.089
0.064
0.051
0.044
0.039
0.035
0.033
0.030
0.029
0.027

INN
0
0.911
0.866
0.760
0.647
0.550
0.472
0.411
0.364
0.326
0.296

0

0
0.070
0.188
0.309
0.411
0.493
0.556
0.606
0.645
0.677

0
0.096
0.075
0.062
0.054
0.048
0.044
0.041
0.038
0.036
0.035

INC
0
0.048
0.032
0.024
0.020
0.017
0.016
0.015
0.014
0.013
0.013

Cholesky forecast-error variance decomposition-SC1

0
0.856
0.893
0.913
0.926
0.934
0.940
0.944
0.948
0.950
0.953

The baseline variance decomposition shows the percent of variation in the row variable that

is explained by the column variable for 10 periods ahead

Years

0 0

1 1

2 0.954
3 0.875
4 0.788
5 0.707
6 0.638
7 0.580
8 0.533
9 0.495
10 0.464

Table 11:

SC2

0

0
0.010
0.027
0.047
0.066
0.082
0.096
0.109
0.119
0.128

0

0
0.036
0.098
0.165
0.227
0.280
0.323
0.358
0.386
0.409

0
0.390
0.387
0.360
0.321
0.282
0.248
0.220
0.199
0.182
0.169

INN
0
0.610
0.550
0.459
0.365
0.286
0.224
0.179
0.146
0.122
0.105

0

0
0.063
0.181
0.314
0.432
0.528
0.601
0.656
0.696
0.726

0
0.002
0.001
0.003
0.005
0.009
0.014
0.018
0.024
0.029
0.034

INC
0
0.078
0.076
0.075
0.074
0.073
0.073
0.073
0.073
0.074
0.075

Cholesky forecast-error variance decomposition-SC2

0
0.920
0.923
0.923
0.921
0.918
0.914
0.909
0.903
0.897
0.891

Source: The baseline variance decomposition shows the percent of variation in the row
variable that is explained by the column variable for 10 periods ahead
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C.3 PVAR Results-Types of Innovation

R&D Innovation Firm-Level Innovation
VARIABLES Structural Change R&D Inclusion Structural Change Firm-Level Inclusion Index
(1) 2) (3) (4) (5) (6)
Structural Change(t-1) 0.8247%** 0.037*%%*  -0.001 0.648%** -0.023 -0.041%*
(0.116) (0.010) (0.017) (0.127) (0.015) (0.020)
R&D Innovation(t-1) -0.084 0.964%** 0.016
(0.071) (0.048) (0.021)
Inclusion(t-1) 0.537*** 0.042 0.907*** 0.599%** 0.5817#** 0.937#**
(0.167) (0.058) (0.047) (0.120) (0.082) (0.047)
Firm-Level Innovation(t-1) -0.225°%%* 0.652%*** 0.050**
(0.068) (0.069) (0.020)
Observations 245 245 245 216 216 216

Robust standard errors in parentheses
R p<0.01, ** p<0.05, * p<0.1

Table 12: Innovation Adoption, R&D & Firm-level Innovation-SC1

Source: Table 12 presents the PVAR results with structural change index-SC1, using the RED Innovation index in columns (1)-(3), and using the
Firm-level innovation in columns (4)-(6).
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R&D Innovation Firm-Level Innovation

VARIABLES Structural Change R&D Inclusion  Structural Change Firm-Level Inclusion Index
(1) 2) (3) (4) (5) (6)
Structural Change(t-1) 0.835%k* 0.145%F*  (0.054* 0.957#k* -0.001 0.011
(0.074) (0.046) (0.028) (0.053) (0.031) (0.021)
R&D Innovation(t-1) 0.076** 1.012%**  -0.001
(0.038) (0.046) (0.023)
Inclusion(t-1) 0.105 -0.050  0.794%** -0.072 -0.034 0.993%**
(0.073) (0.083) (0.063) (0.047) (0.068) (0.057)
Firm-Level Innovation(t-1) 0.071 0.892***  0.010
(0.059) (0.055) (0.031)
Observations 254 254 254 218 218 218

Robust standard errors in parentheses
R p<0.01, ** p<0.05, * p<0.1

Table 13: Innovation Adoption, R&D & Firm-level Innovation-SC2

Source: 12 presents the PVAR results with structural change index-SC2, using the R€&D Innovation indez in columns (1)-(3), and using the Firm-level
innovation in columns (4)-(6).



D Figures for Appendix
D.1 PVAR-Stability Conditions
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Figure 11: Impulse response functions. Variables: SC, INN, INCL.

Checking stability conditions for the baseline results, we draw graphs of the eigenvalues of
the companion matriz. The top panel presents the stability results for the first baseline with
the structural change indez-SC1, the bottom panel presents the same for the second baseline
with the structural change index-SC2. In both cases, we observe that the eigenvalues of
the matriz of estimated coefficients are strictly less than one (within the circle).
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D.2 Types of Innovation
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Figure 12: Impulse response functions. Formal R& D Innovation & SC1

Figure 12 reports the coefficients from the baseline estimation with employment based structural change index-SC1, innovation index-INN1 and the
inclusion index-INC. The column on the left contains plots of the responses of INC to a shock of one standard deviation (impulse) in INC, INN1
and SC1. The column in the center contains the plots of the responses of INN1 to a shock of one standard deviation (impulse) in INC, INN1 and
SC1. The column on the right are responses of SC1 to a shock of one standard deviation (impulse) in INC, INNI and SC1. The IRF confidence

intervals are computed using 200 Monte Carlo draws based on the estimated model.
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Figure 13: Impulse response functions. Firm Innovation & SC1

Figure 13 reports the coefficients from the baseline estimation with employment based structural change index-SC1, innovation index-INN2 and the
inclusion index-INC. The column on the left contains plots of the responses of INC to a shock of one standard deviation (impulse) in INC, INN2
and SC1. The column in the center contains the plots of the responses of INN1 to a shock of one standard deviation (impulse) in INC, INN2 and
SC1. The column on the right are responses of SC1 to a shock of one standard deviation (impulse) in INC, INN2 and SC1. The IRF confidence

intervals are computed using 200 Monte Carlo draws based on the estimated model.
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Figure 14: Impulse response functions. Formal R& D Innovation & SC2

Figure 14 reports the coefficients from the baseline estimation with broad structural change index-SC2, innovation index-INN1 and the inclusion
indez-INC. The column on the left contains plots of the responses of INC to a shock of one standard deviation (impulse) in INC, INNI and SC1.
The column in the center contains the plots of the responses of INNI to a shock of one standard deviation (impulse) in INC, INNI and SC2. The
column on the right are responses of SC2 to a shock of one standard deviation (impulse) in INC, INN1 and SC2. The IRF confidence intervals are
computed using 200 Monte Carlo draws based on the estimated model.
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Figure 15: Impulse response functions. Firm-Level Innovation & SC2

Figure 15 reports the coefficients from the baseline estimation with broad structural change index-SC2, innovation index-INN2 and the inclusion
index-INC. The column on the left contains plots of the responses of INC to a shock of one standard deviation (impulse) in INC, INN2 and SC1.
The column in the center contains the plots of the responses of INN2 to a shock of one standard deviation (impulse) in INC, INN2 and SC2. The
column on the right are responses of SC2 to a shock of one standard deviation (impulse) in INC, INN2 and SC2. The IRF confidence intervals are
computed using 200 Monte Carlo draws based on the estimated model.
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D.3 Alternate Ordering-IRF
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Figure @ reports the coefficients from the baseline estimation with employment based structural change index-SC1, innovation indez-INN and the
inclusion index-INC. The column on the left contains plots of the responses of INC to a shock of one standard deviation (impulse) in INC, INN and
SC1. The column in the center contains the plots of the responses of INN2 to a shock of one standard deviation (impulse) in INC, INN and SC1.
The column on the right are responses of SC1 to a shock of one standard deviation (impulse) in INC, INN and SC1. The IRF confidence intervals
are computed using 200 Monte Carlo draws based on the estimated model.
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