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This paper analyses the effect of financial, knowledge, demand, market structure and regulation
barriers to innovation on firms’ economic performance. It contributes to the literature on
barriers to innovation in a two-fold way. First, it disentangles the mediated effect of obstacles,
via product, process and organisational innovation, on labour productivity. Second, it accounts
for the differentiated effect that each of the barriers has on firms positioned along the
productivity distribution. We do so by employing both quantile regression techniques and
propensity score matching on the UK CIS panel 2002-2010 merged with the Business Structure
database. While we find evidence that financial obstacles negatively affect productivity across
the distribution, and are more pronounced for young rather than small firms, knowledge and
regulatory obstacles mostly affect high productivity firms. Interestingly, the perceptions of
market structure and demand obstacles are positively associated to productivity performance,
confirming their “revealed” rather than “deterring” nature.
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The scant literature on the topic of barriers to innovation is mostly based on empirical
and theoretical approaches on the effects of financial constraints on firms’ innovative
behavior (see Hall, 2002 for a review). Although the availability of both internal and
external financial resources is essential in order to engage in innovation activities and
successfully introduce a new product or service, other important factors have recently
been shown to exert a significant hindrance effect on the firm’s innovative process (see
for example D’Este et al, 2008; 2012, Blanchard et al., 2012, and Pellegrino and Savona,
2013). Among these, particular attention should be given to factors such as the lack of
appropriate information on technologies and markets, the shortage of adequate skills,
and the lack/uncertainty of demand.

By looking at either the factors affecting the perception of obstacles, or at the
hampering or slowing-down effect of such obstacles, all of these contributions have
limited their analysis to the innovative behavior and intensity of firms, rather than
going more in depth into the (indirect, i.e. mediated by innovation) effect of barriers on
their economic performance, which is, ultimately, of interest to policy makers and firms
themselves. More specifically, to the best of our knowledge, none of the scholarship on
barriers, including the more extensive research on financial barriers, has focused on the
effect that barriers exert on the productivity of firms.

The impact of innovation on productivity is indeed one of the most classic topics in the
innovation literature, since the seminal contribution by Griliches (1979). The topic has
been subsequently tackled by the well-known Crépon-Duguet-Mairesse model (Crépon
et al.,, 1998) and the wealth of contributions sparked since.

Here we build upon Pellegrino and Savona (2013), who have looked at the ‘upstream
phases’ of the effect of barriers on the propensity to innovate, by focusing instead on the
estimation of the direct and indirect effects of barriers on firms’ productivity levels.
While the innovation-productivity literature has looked at the productivity returns on
innovation, we look at the potential productivity “slow-down” induced by a lack of
innovation or by firms’ struggles to translate innovation efforts into more productive
outputs.

The role of barriers to innovation has been considered as having a ‘deterring’ or
‘revealed’ effect (D’Este et al., 2012) depending on whether firms perceive obstacles
when they engage in no innovation or more than one innovation activity. The effect of
barriers on the propensity to innovate, already investigated in Pellegrino and Savona
(2013), might therefore have a negligible or major effect on productivity, depending on:
firms’ characteristics; the “productivity elasticity” of different types of innovation
(product, process, organizational) and the specific effect that financial, knowledge and
demand obstacles have for firms located at different extremes of the productivity
distribution. For example, low productivity firms may face barriers that prevent them
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from getting their innovation efforts off the ground - such as barriers to access finance
or excessive innovation costs, that prevent them from undertaking innovation in the
first place. In contrast, it may be the case that high productivity firms face a different set
of barriers, such as knowledge barriers that hinder how effectively they can exploit
their innovation outputs in an unfamiliar marketplace. Similarly, high productivity
firms, ceteris paribus, might struggle more with lack of demand, especially when they
operate in market niches that might not absorb large outputs.

Our contribution will fill an important gap in the literature, by showing that the
innovation-mediated effects of barriers on productivity is substantial, though
differentiated across firms with different productivity levels and across types of
barriers. Our analysis allows a fine-grained discussion of the implications in terms of
potential tools of innovation policy specifically aimed at increasing the productivity
returns of innovation.
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The economic literature has traditionally considered innovation, and in particular R&D,
as a major source of economic growth. Inspired to a large extent by the seminal
contribution by Griliches (1979) and, subsequently, by the well-known Crépon-Duguet-
Mairesse model (Crépon et al.,, 1998), numerous studies have provided evidence about
the leading role played by innovation in promoting productivity growth.

In general, the large majority of these studies has mainly focused on the drivers and
sources of innovation, devoting particular attention to those firm and market
characteristics that increase firms’ probability of becoming successful innovators.
However, this literature has systematically neglected the factors that might hinder and
slow down firms’ decisions and efforts to engage in innovation activity, or reduce their
ability to introduce a new product or process in order to boost their productivity
performance.

Surprisingly, and interestingly, the (lack of) empirical support on the role of barriers to
innovation within the innovation literature seems to be decoupled from the interest in
barriers to innovation that had characterized the policy discourse in the 1980s, in the
case of the UK which we consider here. This aspect is particularly interesting for the
purpose of this paper, as it helps locate the interest in barriers to innovation in
historical perspective within the policy domain. Also, it highlights the contribution of
this paper to the implementation of ‘evidence based policy’.

In a recent paper, Perren and Sapsed (2013) conduct a discourse analysis on the use of
the term ‘innovation’ in the English parliamentary discourse over the past forty-five
years, based on the archive of the UK’s parliamentary records. They find that the use of
the term ‘innovation’ in the UK policy debates has increased over time and spread over
a variety of policy domains, with an increasingly positive tone. Following Lundvall and
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Borras (2005), Perren and Sapsed (2013) interpret the increasing shift to positive tones
over the term ‘innovation’ - that is, an increasing shift in focus from barriers to drivers
of innovation - as a result of a shift in the innovation policy models. The view is that the
initial substantial presence of the words ‘barriers to innovation’ in the 1970s and
beginning of the 1980s compared to ‘drivers of innovation’, was consistent with the
dominance of the laissez faire (innovation) policy model, which confined the role of the
government to the corrections of market failures. The removal of barriers to innovation
was included in these latter types of interventions, whereas the provision of incentives
and subsidies to incentive innovation was labeled at the time as automatically distorting
market efficiency.

The discourse shifted again in the beginning of the 1990s toward more a systemic model,
which implied a re-orientation of the policy interest on the drivers rather than the
barriers to innovation. The government has in this case a more active role than the mere
removal of barriers or market failures that might hamper firms’ innovative efforts (see
also Rothwell, 1982, as quoted in Perren and Sapsed, 2013).

Interestingly, the parliamentary and policy interest over barriers to innovation has been
‘countercyclical’ with respect to the academic interest of and contributions from the
innovation literature. In this respect, as put forward in other occasions (lammarino et
al., 2009; D’Este et al,, 2012; Pellegrino and Savona, 2013) we consider the release of
barriers to innovation as a necessary (though not sufficient) condition to ensure that the
decision to invest in innovation, the amount of resources devoted to it, and the (socially)
profitable launch of a new product all lead to higher productivity and job-friendly
growth.

Within this perspective, we have contributed to the literature on obstacles to
innovation, which has had a recent upsurge among innovation scholars.

In particular, innovation scholars have devoted increasing attention to the perception of
(mainly financial) obstacles to innovation and their deterring impact on firms’ decisions
to engage in innovation activity, the intensity of this engagement and the propensity to
innovate (among others, Baldwin and Lin, 2002; Galia and Legros, 2004; Canepa and
Stoneman, 2007; Segarra Blasco et al, 2008; Tiwari et al, 2008; Savignac, 2008;
[ammarino et al.,, 2009; Mancusi and Vezzulli, 2010; Pellegrino and Savona, 2013).

Much of this literature is exclusively based on the use of the Community Innovation
Survey, which is one of the largest-scale surveys gathering information on innovation
behavior and outcomes. Section 3 describes the survey in detail, and Table A1l in the
appendix reports the specific survey question of interest here. Here it is worth
mentioning the methodological issues linked to the qualitative nature of the variables
and the cross-sectional nature of the data, which has driven estimation choices, results
and interpretations (for an exhaustive review, see Mohnen and Mairesse, 2010).



In the case of the econometric treatment of research questions revolving around the
perception and effects of barriers to innovation, there has been a methodological and
interpretative turning point in this literature, started by Savignac (2008) and D’Este et
al. (2008, 2012) and followed by others more recently (Blanchard et al, 2013;
Pellegrino and Savona, 2013), related to the identification of the relevant sample and
the consequent treatment of endogeneity of the relationship between experience of
barriers and innovation performance, as well as the interpretation of the estimated
coefficients. We build upon this literature to analyse the effects of barriers on firms’
productivity, with a particular attention to the econometric issues that might arise from
our empirical exercise. We detail these in the next section.

ME-6(1018/,&6"4*,&/#4&3/01/@;*2&

Firms have persistent differences in their productivity levels, even at the level of finely
disaggregated industries (Metcalfe, 1994; Dosi and Grazzi, 2006; Syverson, 2011).
Heterogeneity in productivity levels is due to a number of factors, which include
innovative activity. For some successful innovators, persistently high productivity may
be due to their innovation efforts. For low productivity firms, however, there may be a
multiplicity of factors holding back their productivity levels - innovation barriers, or the
liability of small size, or factors related to their sector of activity, etc.

We therefore consider there to be two key econometric issues worth pursuing. First of
all, firms differ considerably in their productivity levels, and a focus on the ‘average
effect for the average firm’ will neglect this heterogeneity across firms (Segarra and
Teruel, 2011). Second, we can expect that the determinants of productivity vary across
the productivity distribution - that is, that the factors associated with the success of
high productivity firms might not be the same as those factors affecting the outcomes of
low productivity firms. Indeed, in our context of innovation barriers, it makes sense to
suppose that barriers have different effects for high and low productivity firms. For
example, as mentioned in the previous section, low productivity firms may face barriers
that prevent them from getting their innovation efforts off the ground - such as cost
barriers that prevent them from undertaking innovation in the first place. In contrast, it
may be the case that high productivity firms face a different set of barriers, such as
knowledge barriers that hinder how effectively they can exploit their innovation
outputs in an unfamiliar marketplace.

Quantile regression is an appropriate technique in our context, because it allows us to
investigate the effects of barriers on productivity, allowing for heterogeneous effects
across the (conditional) productivity distribution and yielding a set of coefficients that
are associated with a set of specific quantiles ©.

Our regression equation is the following linear model:
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Where y;; identifies the labour productivity of firm i in year t, measured as the natural
logarithm of the ratio between sales and number of employees, while ! ;; represents a
vector of control variables. More in detail, among the firm-level variables that are not
directly related to innovation, we include two continuous variables measuring the age
and the size of the firms, a binary indicator identifying those firms that are active in
foreign markets and a variable measuring the share of employees with (hard or soft
science) tertiary education. In addition, in order to take into account the effect of
innovation on the firm’s productivity level, we consider three different binary indicators
of innovative output identifying those firms that introduced product, process or
organizational innovation.

Moreover, in line with the conjectures put forward in Section 2, we consider 4 different
dummies variables identifying those firms that consider as highly relevant the obstacles
to innovation related to: costs factors, knowledge factors, market structure/demand
factors and regulation factors.

Finally, in all the specifications we include time dummies to take into account possible
business cycle effects, and regional dummies in order to control for unobserved
heterogeneity across different UK regions.

Table Al in the appendix summarises the list of variables employed in the empirical
analyses and their definition, while Table 1 presents some summary statistics. Focusing
on the average values, the firms included in the final sample are more inclined to realize
product innovations (around 41% of the total sample) than process (around 26%) or
organizational innovations (about 31%); seem to be active in foreign markets (43%);
and employ a good proportion of high skilled workers (17% of the total number of
employees).

Turning to the obstacles variables, about a third of the firms perceive as highly
important the barriers related to cost factors, while in general less importance is given
to the remaining 3 obstacles categories with the percentage ranging from 12% for the
knowledge related obstacles to 18% for the market/demand related obstacles.

In order to obtain additional evidence regarding the effect of the 4 obstacles variables
on the firm’s productivity level, we apply propensity score matching, along with
quantile regression. This particular method is based on a two-stage procedure. In the
first stage, a probit model for each of the four obstacles variables is applied in order to
estimate the propensity score that will be used to ensure that a firm in the control group
(no experienced barrier) is comparable to a firm in the treatment group (barrier
reported). The results obtained in the first step will be helpful also to obtain some
insights regarding the effects of the control variables on the firm’s level perception of
the different barriers to innovation. In the second stage, once it has been verified that
treatment group and control group have similar values for their propensity score, the
differences between the treatment and control groups are calculated in order to
estimate the average treatment effects.
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Observ. Mean Sd Skewness Kurtosis p10  p25 p50 p75 p90
;:‘Od') (Labour 18477 4322 1054 -0347 8145 3202 3.813 4316 4.883 5503
Process 18,077 0.265 0.441 1.066 2.137 0 0 0 1
Product 18,077 0.411 0.492 0.363 1.132 0 0 0 1 1
Age 18,077 21356 10.047 -0.093 1.784 8 13 21 32 34
Exporter 18,077 0.434 0.496 0.267 1.071 0 0 0 1 1
High education 18,077 16.765 25.928 1.996 6.051 0 0 5 20 60
Organization 18,077 0.313 0.464 0.809 1.654 0 0 0 1 1
In(Size) 18,077 4.388 1.513 0.709 2.869 2.639 3.091 4.078 5.624 6.454
Cost barriers 18,077 0.349 0.477 0.635 1.403 0 0 0 1 1
Know. Barriers 18,077 0.119 0.324 2.355 6.546 0 0 0 0 1
Mark. Barriers 18,077 0.177 0.382 1.691 3.86 0 0 0 0 1
Reg. Barriers 18,077 0.137 0.344 2.108 5.445 0 0 0 0 1
P&/%/ &

The empirical analysis is based on firm-level data from four waves of the UK Community
Innovation Survey (UKIS) for the period 2002 -2004 (UKIS 4); 2004-2006 (UKIS 5);
2006-2008 (UKIS 6) and 2008-2010 (UKIS 7). The UKIS is traditionally based on a
stratified random sample (namely sector, region and size-band) drawn from the ONS
(Office for National Statistics) Inter-Departmental Business Register (IDBR), and is
representative at both the sector and the firm size level of the entire population of UK
firms with more than 10 employees.

The dataset comprises a set of general information (main industry of affiliation,
turnover, employment, founding year!) and a (much larger) set of innovation variables
measuring the firms’ engagement in innovation activity, economic and non-economic
measures of the effects of innovation, subjective evaluations of factors hampering or
fostering innovation?, participation in cooperative innovation activities and some
complementary innovation activities such as organisational change and marketing.3

The survey sampled 28,000 UK enterprises in each wave with a relatively high response
rate (58% for UKIS 4, 53% for UKIS 5, 51% for UKIS 6 and 50% for UKIS 7) that leads to
a whole sample of 59,940 observations (40,709 firms observed for 1 up to 4 years?).
Unfortunately, the high presence of missing values combined with the relatively short

! This additional information is drawn from the UK Business Structure Database.

* The appendix reports the section of the UKIS questionnaire on barriers to innovation (see table A2).

? The information on group belongings and on public financial support for innovation are not available due to
slight changes in the questionnaire designs through the four surveys.

4 Since CIS data are collected retrospectively (innovating over the past three years), the 9 years period
pertaining to the four different surveys allows us to have data just for four time periods.



time series dimension of the panel leads to many variables being observed either never
or just once for a considerable number of firms. Moreover, filtering out the firms that
are not willing to innovate and focusing on the “relevant sample”> leads to a further
reduction of the sample size.

Hence, here we face the trade-off between applying panel econometric techniques, on a
significantly reduced the sample size, or wiping out the time series dimension in favour
of a higher level of representativeness of the sample. We chose the second option and
preserve the representativeness of our database. Accordingly, after dropping those
firms operating in the primary and construction sectors and those with missing values
in all the variables used for our analysis, we end up with a database of 18,077 firm-year
observations.
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Table 2 reports the results of the quantile regression considering 5 different quantiles
(6 =0.10, 0.25, 0.50, 0.75 and 0.90) for the labour productivity equation.

The different quantile parameters associated to the different barriers obstacles show
interesting results, with all the four variables exerting an effect on at least one quantile
of the firm’s productivity distribution. More in detail, both financial/cost and knowledge
related obstacles appear to exert a negative effect on firms’ productivity level, with the
coefficient of the financial/cost obstacles always significant across all the quantiles,
while the coefficient of knowledge barriers becomes significant from the 3rd quantile
onward. Less clear instead, is the effect played by the regulation barriers, which always
have a negative effect, though significant in only one case (6 = 0.25).

In contrast with these results, market-related obstacles are positive and significant
across the different quantiles of the labour productivity distribution (with the exception
of the second quantile). This slightly unexpected result might indicate that firms
operating in market niches that allow them to enjoy high productivity (e.g. firms with
some market power operating in dynamic and uncertain market niches) are more likely
to experience demand uncertainty or lack of demand. Also, it might well be that firms
normally operating in markets dominated by large incumbents - and therefore
experiencing this type of obstacle - are more likely to compete on innovation and
perform better in terms of sales per employee. In this particular case, the demand
obstacle seem to act as a “revealed” rather than a “deterring” barrier.

The other innovation and economic variables also show some interesting heterogeneity
along the quantiles. In particular, while the introduction of process innovation shows a

> That is, the cohort of the so-called “potential innovators’, see Pellegrino and Savona (2013) for a detailed
explanation of the empirical identification of the relevant sample.



significant positive effect on the level of productivity for the first three quantiles only,
the firm’s realization of product innovation seems to be more effective in the central
part of the labour productivity distribution with insignificant parameters associated
with the first and last quantile. More robust instead seems to be the effect of the
organizational type of innovation on the firm'’s productivity level with the parameter of
the variable Organization always positive and highly significant (with the exception of
the first quantile). This result is in line with some recent contributions that highlight the
important role played by different types of organizational innovation in enhancing the
productivity level (see Brynjolfsson and Hitt, 2000; Hall et al. 2012).

Traditional economic variables show the expected -coefficients, although with
substantial differences along the sample distribution. For instance, age, size,
internationalisation and share of tertiary educated employees all have a significant and
positive effect on labour productivity, with a robust, systematic effect along the
productivity distribution. Our results are therefore very much in line with innovation
theory and evidence.

&
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(1) (2) (3) (4) (5)
ql10 q25 q50 q75 q90
oo ocs 0.06" 0.04% 0.03* 0.03 0.02
(2.50) (1.81) (1.99) (1.49) (0.87)
Product 0.02 0.03* 0.05%+* 0.04** 0.04
(1.04) (1.86) (3.65) (2.27) (1.30)
Age 0.01%* 0.01%* 0.00%+* 0.00%+* 0.00
(6.04) (7.31) (6.15) (3.20) (0.89)
0.31%* 0.32%* 0.28%* 0.30%+* 0.35%+*
Exporter (11.95) (18.14) (17.74) (16.06) (13.00)
. . 0.00%+* 0.00%+* 0.01%* 0.01%* 0.01%*
High education (5.80) (13.22) (15.98) (11.51) (7.61)
Organization 0.03 0.07%+* 0.06%+* 0.07%+* 0.06%+*
(1.32) (4.40) (4.06) (4.00) (2.61)
In(size) 0.02%* 20.00 0.00 0.02%* 0.02*
(2.21) (-0.35) (0.77) (2.91) (1.83)
. -0.08%+* -0.10%%* 20.08%+* 20.07%¢x 20.09%+*
Cost barriers (-3.62) (-6.46) (-5.41) (-3.98) (-3.34)
Ko, Barriors 20.02 20.03 -0.04% -0.05* -0.06**
(-0.61) (-1.44) (-2.25) (-2.53) (-2.09)
Mark Barriers 0.05%* 0.03 0.03%* 0.05%+* 0.09%+*
: (2.22) (1.36) (2.02) (2.64) (3.12)
Reg. Barriers -0.03 -0.05* -0.04 -0.03 -0.03
: (-1.13) (-2.10) (-1.62) (-1.18) (-0.78)
4.33%%% 4.60%%* 5.08%+* 5.09%+* 5.97%*
Constant (19.17) (16.32) (19.22) (12.01) (12.86)
Observations 18,077

Notes; ***, ** and * indicate significance on a 1%, 5% and 10% level, respectively. Standard errors in brackets (calculated
using the delta method). Time, industry and regional dummies are included.

QJII0"(*#21%9&'8"0*68H1#BEE;9212 &

Results from the first-stage probit regressions are reported in Table 3. It is interesting
to observe that the different barriers have different determinants. Process innovators
9



are more likely to face cost barriers and knowledge barriers, perhaps as process
innovations are scale-intensive. Also, process innovators are usually those firms that
mostly rely on price competitiveness strategies rather than product-quality-enhancing
ones, presumably because the processes of searching and finding information on
technology and markets is costly and difficult. Product innovations, on the other hand,
are not associated with any of the four barriers.

Young firms are more susceptible to experiencing cost barriers, but none of the other
barriers. This interesting result suggests that policy-makers keen on supporting young
innovative companies should focus on the cost barriers that these firms face.

Firms that are small, however, are more likely to report difficulties concerning each of
the four barriers: cost, knowledge, market, and regulatory barriers. Although some
scholars suggest that it is age rather than size that is the key determinant of some
aspects of firm behaviour and performance (Haltiwanger et al, 2013), it is interesting to
observe here that size rather than age helps predict vulnerability to most barriers. To
the extent that the policy-maker aims to support young firms that seek to quickly
become large, as opposed to small firms that remain small (Veugelers, 2009), we
suggest that policy-makers should remain especially vigilant of the cost barriers faced
by young firms, rather than the range of barriers faced by small firms.

We also observe some other significant predictors of facing barriers. Exporting firms are
less likely to face knowledge barriers and regulatory barriers. This is perhaps due to the
fact that they can more easily access information on technology and markets by
diversifying their destination markets among local, national and international.

Firms with more highly educated employees are more likely to face knowledge barriers,
which is puzzling at first, but may reveal that firms with knowledge workers are self-
selecting into niches where knowledge issues are more challenging (D’Este et al., 2013).
Organizational innovation is associated with each of the four barriers, suggesting that
organizational innovation has widespread consequences affecting many areas of the
firm.

The main results from our Propensity Score Matching are presented in Table 4.

& &
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(1) (2) (3) (4)
Cost barriers Know. Barriers. Mark. Barriers. Reg. Barriers
Process 0.086*** 0.053* -0.030 -0.028
(0.024) (0.030) (0.028) (0.030)
Product 0.011 0.003 -0.040 -0.013
(0.022) (0.028) (0.025) (0.027)
Firm's age -0.003*** 0.001 0.002 0.001
(0.001) (0.001) (0.001) (0.001)
Exporter -0.026 -0.054* 0.020 -0.224%**
(0.023) (0.029) (0.026) (0.028)
High education 0.000 0.001** -0.001 -0.000
(0.000) (0.001) (0.000) (0.001)
Organization 0.208*** 0.180*** 0.087*** 0.090***
(0.022) (0.028) (0.025) (0.028)
In(Size) -0.057*** -0.089*** -0.0471*** -0.090***
(0.007) (0.009) (0.008) (0.009)
-0.219%** -0.830*** -0.815*** -0.586%**
Constant (0.065) (0.081) (0.074) (0.078)
No of observations 18,077 18,077 18,077 18,077
Log likelihood -11,411.91 -6,468.34 -8,337.42 -6,973.56
R-sq(adj.) 0.02 0.02 0.01 0.04

Notes; ***, ** and * indicate significance on a 1%, 5% and 10% level, respectively. Standard errors in
brackets. Time, industry and regional dummies are included.

Barriers are generally significantly associated with lower productivity - the Average
Treatment effects on the Treated (ATTs) are negative and significant for cost,
knowledge and regulatory barriers. In line with our quantile regression results, market
barriers are significantly positively associated with productivity, however, which is
rather puzzling, and possibly indicates that productive firms are more likely to face
certain types of problems such as uncertainty of demand (e.g. in a dynamic emerging
market).

N/@;*& PJ& AQ"(*#21%9& '8"0*& *2%16/%*2I&KSNUE*& NO*/%6*#%& F55*8%2& "#& %H*&
NO*/%*4J& V7%8"6*& 3/01/@;*-& G"B& "5& G/@"70& A0"478%131%9J& NO*/%6*#%& 3/01/¢
@1#/09&3/01/@;*2&8"00*2("#4 1#B&%" & Yo HEROEUA0828 &

Treated  Controls Difference S.E. T-stat
Cost barriers 4.2566 4.3550 -0.0984 0.0166 -5.94
Know. Barriers 4.2376 4.3246 -0.0869 0.0235 -3.70
Mark. Barriers  4.3553 4.3140 0.0413 0.0199 2.07
Reg. Barriers 4.1535 4.2945 -0.1410 0.0239 -5.91

&
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Coef. Std. Err. vA P>|z|
Cost barriers -0.1076 0.0146 -7.35 0
Know. Barriers -0.0982 0.0230 -4.27 0
Mark. Barriers 0.0080 0.0190 0.42 0.673
Reg. Barriers -0.1188 0.0221 -5.37 0

SATEs (Sample Average Treatment Effects) obtained from Abadie et al (2004) style Multidimensional
Nearest Neighbour Matching. 18,077 observations, 4 matches.

As a further check of the robustness of our results, we report Sample Average
Treatment Effects (SATEs) from multidimensional nearest neighbour (NN) matching,
following Abadie et al (2004). While Propensity Score matching collapses all
information into a single summary indicator variable (the propensity score), and seeks
to match firms only with respect to this one-dimensional indicator, our multi-
dimensional neighbour matching procedure seeks appropriate matches for each of the
control variables simultaneously (which increases the computational complexity, and
need for a large number of observations).

Even controlling for a multi-dimensional matching criterion, our NN matching results
largely confirm our previous PSM estimates. Cost, knowledge and regulatory barriers
have significant negative effects on productivity. The main difference with respect to
our PSM estimates is that market barriers are no longer significantly associated with
productivity.

QI&="#8;721"#&&

The paper contributes to the literature on barriers to innovation and builds upon the
results of a recent paper (Pellegrino and Savona, 2013) by looking at the effects of
barriers on economic performance of firms’ labour productivity.

We have applied both quantile regression and propensity score matching techniques to
test whether the effects of financial, knowledge, demand and regulation barriers have
different effects on firms at different locations along the productivity distribution, which
yielded some interesting and policy-relevant results.

Financial obstacles represent a structural constraint to innovation across the whole
productivity distribution, evidence that perhaps justifies the emphasis this has received
from innovation barriers scholars. Interestingly, finance seems to affect young firms
more than small firms, which puts into perspective a lot of the hype that policy makers
have put on SMEs in the UK (Nightingale and Coad, 2014).
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By contrast, knowledge barriers, linked to the difficulties of gathering information on
technology or markets or the lack of human capital, mainly affect firms positioned at the
upper end of the productivity distribution. This might be due to the fact that highly
productive firms self-select into “knowledge-niche” activities, which require a
comparatively larger effort to keep up with the knowledge base of the firm and the
sector. Also, as higher productive firms are also the most innovative ones, it might be
comparatively harder for them to access the required skills by recruiting or on-the-job
training.

Our analysis has also disclosed that experiencing demand or market structure related
barriers has a positive effect (in most of our specifications, except the NN matching, also
significant) on productivity. This is somewhat puzzling, given the evidence found, for
instance, in Spain, where we have specifically analysed the effect of lack and uncertainty
of demand on firms’ propensity to innovate, and this has turned out to be negative,
which would be expected to have a negative effect on productivity (Garcia Quevedo et
al,, 2014).

The results for demand barriers might be a symptom of the higher demand uncertainty
that firms operating in higher-hand, niche markets might face. It should be noted that
our demand barrier includes factors related to market structure: firms with some
market power operating in dynamic and uncertain market niches are more likely to
experience demand uncertainty or lack of demand. Further, it might well be that firms
normally operating in markets dominated by large incumbents - and therefore
experiencing this type of obstacle - are more likely to compete on innovation rather
than price and, despite perceiving the threatening presence of large incumbents, they
perform better in terms of sales per employee. In a prior contribution (D’Este et al,,
2012) we have labelled these types of obstacles as “revealed” rather than “deterring”,
meaning that they reveal themselves only when firms are forced to innovate to compete,
which seems to be the case for demand and market structure barriers.

It is outside the scope of this paper to provide a guideline for policy makers based on
our evidence. We can however hint at some of the policy suggestions that seem to
emerge from our findings, which might re-address some of the (uninformed) policies
such as the large support to SMEs in the UK.

Identifying which type of obstacle mostly affects which type of firm is the very first step
to be undertaken to make sure that high productivity firms remain highly productive
and low productivity firms move up the ranking. Finance seems to be important for all
of them, but especially for young firms, rather than specifically for small firms.
Supporting knowledge access and high-standard human capital emerges as being
particularly important for highly productive firms. Finally, ensuring that macro-
economic conditions do not jeopardise firms’ trust in their ability to sell their output is a
necessary - though not sufficient - condition to create incentives for innovation.
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Ln (Labour
prod.)

Age

Exporter
dummy

Product

Process

In(Size)

Organization

High educ.

Cost barriers

Know. Barriers

Mark. Barriers

Reg. Barriers

Natural logarithm of the ratio between sales and numbers of employees

Firms’s age (calculated as years elapsed since founding)

Dummy =1 if the firm have traded in an international market during the three year
period; 0 otherwise

Dummy =1 if the firm has introduced new or significantly improved products

Dummy =1 if the firm has introduced new or significantly improved processes

Log of the total number of firm’s employees

Dummy = 1 if the firm has realized managerial, strategic or organizational innovation

Ratio of highly educated personnel over total employment

Dummy=1 if the firm rate as high important the obstacle to innovation related to
costs factors

Dummy=1 if the firm rate as high important the obstacle to innovation related to
knowledge factors

Dummy=1 if the firm rate as high important the obstacle to innovation related to
market factors

Dummy=1 if the firm rate as high important the obstacles to innovation related to
regulation factors during the three year period

&
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During the three years period ---- how important were the following factors as constraints to your innovation activities or
influencing a decision to innovate?

Barrier
factors Barrier items Factors not experienced Degree of importance

Low Med. High

Excessive perceived 1 1 1

Cost factors o
economic risks

Direct innovation costs — — —
too high

Cost of finance

Availability for finance

Lack of qualified — — —

Knowledge factors
personnel

Lack of information on — - _
technology

Lack of information on — — —
markets

Market factors Market dominated by — — —
established enterprises

Uncertain demand for S S _

innovative goods or
services L L L

Need to meet UK — — —

Regulation factors )
Government regulations

Need to meet EU
regulations
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