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Abstract
Noting that the contribution of R&D is being integrated into national accounts just as these come under criticism for potentially overstates output, this paper uses a re-assessment of the concept of value to examine scope for under- and over-statement in conventional GDP. It assesses ways in which R&D may generate value without registering an income flow, and ways that other activities (notably financial innovation, speculation and outsourcing) might generate income without adding value; and examines equity markets’ role in valuation.
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Introduction

The global financial crisis (GFC) that started in 2007/8 has revived a long debate on how to promote investment for long-run growth over the pursuit of short-run profits, and how to ‘re-balance’ economies - especially the US, UK and European ‘periphery’ - to eliminate chronic external deficits (e.g. UKCES 2011, CBI 2011, OECD 2010a, b, 2011; Haldane and Davies, 2011). It has also intensified arguments over the capacity of the National Income and Product Accounts (NIPA) to capture accurately the size and growth of aggregate production in economies where this consists increasingly of commercial services and ‘knowledge-based’ products, many outsourced overseas.

Before the GFC, widely observable ‘digitalisation’ and ‘dematerialisation’ of economies led to suggestions that GDP will understate national output and growth rates, by failing to capture new forms of production associated with intangible capital (e.g. Mulgan 1997, Leadbeater 2000, Coyle 1999, Nakamura 2008, Florida 2002 Ch 3). The problem arises from the new ‘creative’ economy producing less measurable outputs than the manufacturing, mining, agriculture utility sectors which dominated the economies in which GDP measurement was pioneered; and from those outputs delivering value which is not fully captured in visible monetary transactions. This can lead to conventionally measured GDP understating, or omitting altogether:

- increases in output quality, when price and consumed quantity are unchanged or reduced;
- gains from product innovation that results of process and product innovation that reduce sale prices
- outputs that are not charged-for (such as freeware) and/or that deliver large external benefits (such as public artwork)
- ‘intangible investment’ in creation/acquisition of knowledge whose commercial outcomes are uncertain (such as research and development (R&D), and artistic endeavours)

National statistical offices and other contributors to NIPA design have been active in dealing with these criticisms. For example, the US Bureau of Economic Analysis (BEA) has since 1985 made ‘hedonic’ adjustments (via the GDP deflator) for quality change (Wasshausen & Moulton 2006), and from 2013 will include R&D and cultural production as a type of investment (BEA 2013). This latest change in national accounting reflects the trend in corporate accounting, where International Financial Reporting Standards have promoted the treatment of later-stage or acquired R&D as an investment, rather than current expense (PwC 2010).

While these changes were still in train, however, a counter-criticism developed as a result of ‘financialisation’ – the growth of financial sector output and profit relative to others, and of financial activity as a contributor to the revenue and profit of non-financial firms. Critics have advanced the converse suggestion that conventional measurement of GDP exaggerated national output, before and possibly after the financial crisis, by:

- overstating the financial sector’s value added (Haldane 2010a, Turner 2012)
- counting some purely redistributive (rent-seeking) activity as productive (Turner 2012, Stiglitz 2013)
-excluding external benefits, but including activity required solely to remediate external costs (Turner (2012), whose observation on financial instruments sold to offset the impact of speculative activity, echoes that of Mishan (1969) on ‘physical’ production externalities)

-ignoring a possible rise in depreciation rates, which caused net output, net investment and net value-added to rise more slowly than gross (Baker 2013)

-misclassifying as ‘investment’ various expenditures that might more appropriately be counted as current expense, notably those on marketing and advertising to create and maintain ‘intangible’ assets (Gagnon & Lexchin 2008).

The overstatement of GDP might help to explain why its growth after the late 1990s, especially in the more financialised economies, was not reflected in survey-based measures of average real incomes, which showed little growth in the decade before 2008 and declined immediately after it (Table 1). A complementary explanation is that to the extent that per-capita GDP did rise over this period, its distribution was more heavily skewed (than before 1990) towards those already on high incomes (Reich 2009:102-114, Lansley 2012:57-69). This may have been a further consequence of rent-seeking activity playing a greater role in overall activity growth (Stiglitz 2013). Whereas earlier criticisms focused on ways that GDP might understate ‘social’ value-creation by capturing only the direct effects of enterprises’ output, ignoring their external benefits, the newer criticisms identify ways in which GDP might include activities that generate private wealth in excess of social value-creation.

Table 1 Average real wage

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>US</td>
<td>99.8</td>
<td>100.3</td>
<td>100.0</td>
<td>100.8</td>
<td>100.0</td>
<td>102.5</td>
<td>101.2</td>
<td>101.7</td>
<td>100.7</td>
<td>100.9</td>
</tr>
<tr>
<td>UK</td>
<td>96.1</td>
<td>98.6</td>
<td>100.0</td>
<td>101.7</td>
<td>102.1</td>
<td>102.9</td>
<td>104.2</td>
<td>101.9</td>
<td>97.5</td>
<td>95.8</td>
</tr>
</tbody>
</table>

Source: BEA National Compensation Survey; Levy (2013)

This possibility raises questions over whether national income accounting conventions should necessarily follow those of corporate accounting, as it has in (among other cases) the capitalization of R&D and the inclusion as assets of derivative financial instruments. Nakamura (2008:3) influentially observes that “social valuation [of intangible investments] is needed in order to explain growth, while the private valuation is needed in order to explain wealth creation.” On this basis, national income accounts should present the social valuation of production, which implies the inclusion of external benefits, subtraction of external costs, ascription of value to unpriced outputs (of state and nonprofit enterprises) and omission of purely redistributive activity. External benefits (and costs) can arise across space, as when one firm’s innovation allows profitable imitations or adaptations by others; and across time, as when a firm or producing region builds a lasting reputation for quality. In contrast, corporate accounts are confined to the private benefits of production: they record as production only those outputs that can be sold, and as investment only those expenditures which generate additional future revenue for the investing firm.

This paper assesses the competing claims of GDP under- or over-stating productive activity by re-examining the concept of value. Section 1 distinguishes four value-related processes, and examines their relation to the ‘gross value added’ (GVA) that is central to
GDP calculation. Section 2 applies this framework to identify ways in which national income accounting can potentially misrepresent some types of economic activity, and some necessary differences between national and company accounting procedures. Section 3 discusses the problem of value-added that does not translate into national income, focusing on research and development (R&D) activity, and assesses the moves now under way to capitalize R&D (and other ‘intangible’ investments) in national accounts. Section 4 examines some instances of the converse problem, in which income is recorded that does not derive from value-added Section 5 critically assesses the often-adopted view that value, including the present value of competing investments, can be reliably determined by equity markets, identifying problems which challenge the suggestion that such valuation is a major macroeconomic ‘service’ delivered by the financial sector. Section 6 draws some conclusions and policy recommendations.

1 Value - creation, transfer, extraction, destruction

Without departing from the conventional definition of value - as value-added in marketed production – it is useful to identify four processes that the accounting treatment of value needs to distinguish:

**Value creation:** Production or distribution activity generating current outputs that can be sold for more than their production costs, and/or capital assets that can generate such profitable current outputs in future

**Value transfer:** Income flow from one organization or individual to another, as payment for previously generated value: i.e. the realization of value creation via monetary transaction

**Value extraction:** Income flow generated by realising a capital gain, through selling a capital asset that was obtained through value creation or that was acquired through value transfer and underwent subsequent appreciation

**Value destruction:** Consumption of income gained from value extraction

In accounting terms, *value creation* arises from activity that generates outputs worth more than their input cost. When this output is sold, the resultant value-added appears on the income statement of the company that engages in the activity (and so contributes to national income in the macroeconomic accounts). Value creation leads to value-added only when output is sold, recovering input cost and generating profit. There can therefore be value creation in the public sector, and the ‘third sector’ of non-profit institutions serving households (NPISH), which does not directly deliver value-added because the outputs are not sold. There can also be value in investment products which do not immediately produce outputs that recover their production costs, but which can do so at a later time (when they come ‘onstream’), over a period of time. These ‘capital assets’ can include buildings, plant and equipment (physical capital), unfinished products and intermediate material (working capital), patents or copyrights from finished scientific/artistic work along with scientific/artistic work-in-progress (intellectual capital), and shares or bonds representing entitlements to income from these other types of assets (financial capital).

*Value transfer* is the realization of the income made possible by value creation, and/or its redistribution from one organization or individual to another. The payment of a
profit-related bonus to employees would be an example, as would a government’s transfer payments. Ordinary wage/salary payments would not be, however, as these are part of the intermediate cost that is subtracted from gross revenue to arrive at value-added. If created value is not distributed as income (wages/salaries to employees, interest to creditors, dividends/ buybacks to shareholders, rent to landlords), it is retained within the firm in a way that can expand the assets on its balance sheet. This can occur via a straightforward value transfer, if retained profit is channeled into reserves. It can also occur more indirectly through capital gain, if retained profit is invested in (real or financial) assets. So if value transfer does not lead to consumption by the recipients, the transferred value will eventually add to the assets on a balance sheet – either of the enterprise that originally created the value, or of other enterprises or individuals to which it was transferred.

Value extraction can be thought of as the retrieval of income that resulted from previous value creation but was not immediately turned into income. This can include the realization of capital gain on a re-saleable asset; the distribution of past profit; and the liquidation of a cash reserve built up from past retained profits. The common feature of these transactions is that they represent income generated by a balance sheet change (the liquidation and running-down of assets), and not by any new value-creating activity. Where capital assets are tradable, their sale price can change in response to changing calculations of their future income-generating potential. This allows value to be extracted before any sale of products made by the activity that created the value – provided there are buyers who expect those products to arise, and b profitably saleable, in future.

The income obtained from value extraction can be used to acquire new assets. This can result in value transfer if the reduction of one balance sheet is matched by expansions of others, and in value creation if the income funds new value-adding activity. The ‘Boston Matrix’ suggested that large conglomerates’ ‘internal capital markets’ could extract value from cash-rich, slow-growing ‘sunset’ units to re-invest in its cash-hungry fast-growing ‘sunrise’ units. External capital markets were later judged more efficient at making such reallocations, resulting in the break-up of many conglomerates. But the underlying logic remains the same: ‘mature’ enterprises that expanded in the past but have run out of growth opportunities will accumulate balance-sheet resources that can fund new value-creating activity if extracted and transferred.

However, the income obtained from value extraction can also be directly consumed (by spending it on consumer goods and services), or indirectly consumed (by using it to acquire real or financial assets that do not generate a return). This using-up of income results in value destruction, since there is no acquisition of new assets to offset the running-down of assets that generated the income.

2 National accounting problems arising from value creation and destruction

The four value-related processes have been identified at enterprise level, so will typically be first identified in corporate accounts. The task for NIPA is to aggregate them so that income generated by value-creating activity appears on the national income statement (IS), asset accumulation or decumulation appears on the national balance sheet (BS), and redistributive flows if income appear on the flow-of-funds account (FF).
Table 2 summarises the value-related processes and shows their relation to these three NIPA components.

Table 2 Accounting treatment of value creation, transfer, extraction and destruction

<table>
<thead>
<tr>
<th></th>
<th>What appears on IS</th>
<th>What can also occur as FF</th>
<th>What can appear on BS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value Creation</td>
<td><strong>Activity generating outputs that can sell for more than the cost of their inputs, now or in future</strong></td>
<td>Unrealised capital gain, from appreciation of output or intermediate input before sale</td>
<td><strong>Equity increase via new asset acquisition and/or revaluation</strong></td>
</tr>
<tr>
<td>Value Transfer</td>
<td>Proceeds, from sale of output for more than input cost, passed from one agent to another</td>
<td>Income transfer between producer and consumer, or profit transfer between company units, due to price change</td>
<td><strong>Equity increase via new asset acquisition and/or revaluation</strong></td>
</tr>
<tr>
<td>Value Extraction</td>
<td><strong>Income generated from previous (productive or speculative) capital gain</strong></td>
<td>Realised (productive / speculative) capital gain</td>
<td><strong>Equity converted into money; assets unchanged or increased if reinvested efficiently</strong></td>
</tr>
<tr>
<td>Value Destruction</td>
<td><strong>Consumption of income gained via value creation, transfer or extraction</strong></td>
<td>‘Productive’ or ‘speculative’ capital loss</td>
<td><strong>Equity converted into money and spent; assets reduced</strong></td>
</tr>
</tbody>
</table>

IS Income statement FF Flow of Funds BS Balance Sheet

The bold entries in Table 2 indicate potential problems for conventional national income accounting - in the form of additions to GDP that don’t actually arise from the value-adding process it is supposed to measure, or value-adding processes that don’t get counted as additions to GDP.

At the value creation stage, some income flows can enter GDP even though they merely represent cost, with no indication that the activity generates income that equals or exceeds this, because there has not yet been a transaction that realises the value. (Interest payments for ‘capital services’, one of the principal ways in which banks are assumed to add value, are one important example highlighted by the GFC). As defined, value creation creates only the potential for this problem, because no value is realised until output is sold; but the problem is actualised when sale takes place.

Value transfer, intended to be wholly excluded from value-added because it simply re-assigns income (and may consume some due to administrative cost), can in practice be
part of an activity that registers in GDP. Gambling activity, including speculation on real or financial assets, is in principle excluded because gains are matched by losses. But when a transfer takes place over time, as well as between agents, value created in one year can register in enterprise (and national) income in another. This occurs, for example, when undistributed profits build up on a balance sheet, as reserves or shareholders’ equity, becoming available for ‘release’ at a later date through distribution to shareholders or advancement as security for a loan. When a transfer occurs through a change in market prices, it may register as a value-added increase even without a lapse of time. This can occur, for example, when increased market power (and price-inelastic demand) allow a company to raise its mark-up over production costs, or when ‘transfer pricing’ is used to move profits offshore for the avoidance of tax liability.

Value extraction can enter GDP, against the intentions of the NIPA designers, if an income flow that originates from asset appreciation (capital gain) is ascribed to production activity. Examples would include an oil firm that produced nothing in the year but realised a profit from the price gain on its existing stocks; a start-up company that is still at the pre-production stage but made profits from flotation; a large mutual or family-owned company that uses flotation to ‘release’ accumulated equity and distribute it to the new shareholders; or an investment bank whose only profits came from cashing-in on its gains from stock trading. Such capital gains are intentionally excluded from the NIPA, which aim to record only income generated by productive activity during the period. The ‘Hicksian definition’ (also associated with Haig and Simon) of individual and national income, as all that can be spent in a period without diminishing wealth, was rejected early in the NIPA design (Stone 1984). This accords with corporate accounting convention, which distinguishes income ascribed to balance-sheet evaluation from that generated through current production activity.

However, value extraction can give rise to correctly-recorded GDP increase when it makes more resources available for value-creating activity, or promotes more value-creation from the same resources. The argument is similar to that regarding rent-seeking, a ‘directly unproductive’ redistribution of income which may become ‘indirectly productive’ because of the use to which the income is subsequently put. Rent-seeking can be indirectly productive when the prospect of rent, arising from market power, gives an incentive for investment or innovation.

Such benefits are likely to be time-limited: if the barriers to entry and higher than average profit lasts too long, rent extraction ceases to be productive and can promote ‘unproductive entrepreneurship’ (Baumol 1990). Rent-seeking’s social costs can escalate because everyone has an incentive to spend, on creating arrangements that capture rent, up to the value of the rents they expect to extract if their quest is successful. Critics of economic regulation have tended to argue that rent-seeking becomes unproductive when it (a) involves the creation of permanent entry barriers (and monopoly powers) in the private sector, or (b) when it involves political activity aimed solely at redistributing income (Buchanan 1980, Ekelund & Tollison 1981). As political activity often involves lobbying to achieve a durable monopoly through political regulation, (b) is often a step towards (a).

Although it is often assumed that competition and contestability will erode the profits of entrepreneurship before it becomes unproductive (hence their designation as ‘quasi-rents’), it is not clear that the productive/unproductive distinction coincides with the
distinction between rent-seeking confined to the private sector and rent-seeking that resorts to political or legal intervention in market processes. A more informative division is between rent-seeking that captures profit from an additional set of transactions, and rent-seeking that also capitalizes unrealized profits from past transactions (Mazzucato & Lazonick 2012). The ‘Schumpeterian’ capture of marginal rent rewards risk-taking innovation, and can therefore incentivize value creation. But investor rewards can substantially outweigh the Schumpeterian when claims on real assets undergo sudden large revaluation on financial markets (Thurow 1975). This highlights the need for a dynamic understanding of how policies can ‘shape’ markets so they limit rent seeking and unproductive investments (Burlamaqui, 2012).

While value extraction may be at least indirectly productive, value destruction is a consumption activity that makes no direct contribution to production. The accumulation and release of balance-sheet equity or reserves merely redistributes value-added and GDP across time. Income generated in the process of value destruction can, however, still enter GDP, when it results in expenditure on final outputs that is recorded as if generated by the activity that produced those final outputs.

This review of the accounting treatment of value processes highlights two areas of particular concern:

-the recording of income (in corporate and national accounts) that does not arise from value-added activity
-value-added activity that does not result in the recording of income (in corporate or national accounts)

The next two sections analyse examples of these in more detail.

3 Value creation without income: the treatment of R&D

Value creation does not lead to value-added until its outputs are sold at profit. Until such sale, expenditure on productive activity is classified as investment – in the ‘working capital’ of unfinished products and undelivered services, and/or the ‘fixed capital’ of plant and machinery that can generate a future flow of saleable output. Corporate accounts have traditionally allowed for this delayed conversion of inputs into saleable outputs by showing investment as an addition to balance sheet assets. Firms can then capitalize investment, and spread it across the lifetime of the acquired assets, rather than expensing the full cost in the year of acquisition. Expenditure on maintenance and replacement of capital assets is likewise spread across their lifetime, through annual contributions to depreciation and amortization. While there has been lively argument about the appropriate lifetime to ascribe to different types physical capital, the principles behind accounting treatment of investment have rarely been an issue at company-accounting level.

However, R&D and other expenditures on ‘intangible’ assets have not always been treated as investment. Although some national accounting systems allowed them to be capitalised in the past, the convention under most (including US Generally Agreed Accounting Practice, GAAP) was until recently for all R&D to be expensed. This reflected the general principle that whereas investment will lead to an asset that is intended (and likely) to generate future income, there is no assurance that ‘basic’ R&D will ever do so; and even ‘applied’, later-stage R&D will often fail to yield any physical or intellectual property that can generate a commercial output. For these reasons, R&D was
traditionally treated as intermediate consumption, and part of general production cost. Even after recent changes (starting with European-generated International Financial Reporting Standards, IFRS, and subsequently applied to US GAAP), capitalisation is usually applied only to R&D expenditures involving later-stage development (when an income-generating asset is on the horizon), or acquisition of rights to a later-stage technology (PwC 2010).

The movement towards a more widely permitted capitalization of R&D is in part a recognition that the contrast may have been exaggerated. All investments, including those that merely replicate existing, profitably-operating capital equipment, run the risk that they will not yield new assets whose returns exceed their costs. But the change was also prompted by perception that R&D was being undervalued by external investors, putting R&D-intensive firms at a commercial disadvantage, and that this undervaluation was linked to the expensing requirement (which reduces current profit when R&D spending is increased). Studies in a variety of countries have shown that R&D spending has an adverse impact on stock-market valuation and earnings risk compared with equivalent investment spending, and that a switch from expensing to capitalizing R&D raises market valuation (e.g. Kothari et al 2002, Ciftci et al 2011, Tsoligkas & Tsavalvoutas 2011). This occurs despite widespread tax incentives for R&D, which may encourage firms to classify other (including marketing) expenditures under this heading, and the tendency even in R&D-intensive industries such as pharmaceuticals to favour late-stage R&D (often involving minor modification) over the more uncertain early-stage ‘fundamental’ research (Light & Lexchin 2012).

At macroeconomic level, the omission of R&D from measured NIPA investment became a source of increasing concern to economists as post-war growth accounting shifted the explanation of real GDP increase from capital accumulation to technical progress (e.g. Solow 1957, Romer 1994). In response, national statistical offices including the BEA have developed ‘satellite’ accounts detailing R&D investment, and are now integrating these with the main national accounts. R&D and other ‘intangible’ investments will now be valued in a comparable way to physical capital investments, and subject to the same set of measurement issues. The present value of the gross capital stock can be calculated retrospectively as the sum of past gross investment flows, each deflated by the appropriate inflation index. The net capital stock can be derived by allowing for the depreciation of each year’s investment, due to wear and obsolescence (Scott 1989:90-91). So, for example, the BEA will calculate past gross R&D outlays from various national Science Foundation surveys, derive their present value by applying an already-developed R&D price index, and apply ‘R&D depreciation rates’ based on the measured relationship between R&D spending and subsequent profits in different sectors (BEA 2013: 15-17).

The agency regards its approach as deliberately conservative. Only the direct effects of R&D on capital stock income will be counted (Fixler 2009:2), even though the external benefits of successful innovation are acknowledged to be large, especially when there is no (or short-lived) intellectual property protection to slow the diffusion of new ideas. R&D fixed assets will be depreciated in the same way as other fixed investments (BEA 2013:16), even though some embody knowledge whose value does not decline with passage of time or with diffusion to other users: studies that find an 11-year average service life for R&D output are mainly based on surveys of ideas with intellectual property protection, which is only requested for ideas that have a depreciation risk.
(Fixler 2009:5). The price deflator applied to R&D will be significantly higher than the GDP deflator (averaging 7.1%/year for 1987-2006) (Copeland & Fixler 2012).

R&D outputs will be measured from expenditure on inputs, even though research periodically leads to commercial outputs that vastly exceed the cost of the inputs. Crick and Watson’s ‘double helix’ insight, Black and Scholes’s option pricing formula and Berners-Lee’s Worldwide Web design gave rise to value-added somewhat in excess of their salaries and laboratory costs, even after adding those of the earlier research on which they drew. Such examples are a significant counterweight to the failed R&D projects that absorb costly inputs and produce no output – especially if some of these prove to be indirectly productive by revealing lines-of-enquiry to be avoided. Because of the durability of commercial knowledge – which loses its private wealth-creating potential but gains in social value-creating potential when patents and other protections expire – it is open to debate whether any depreciation should be applied to capitalized R&D. Scott (1989: 19-33) makes the case that gross investment is the relevant measure when accounting for growth, because depreciation is merely a redistribution (from capital to labour) – value extraction and transfer, but not the capital consumption that would lead to value destruction. This argument may have been sidelined by Scott’s very broad definition of investment, as “expenditures undertaken to improve assets… rearrangements of things or of systems of work” (1989:14); but as this accords very closely with concepts of R&D, the concept of depreciating R&D outputs remains problematic.

In consequence, the capitalization of R&D and of cultural products in the US is expected to add around 3% to currently-measured GDP, which will be backdated to 1929 to avoid disruption to the series (Irwin 2013). Although substantial in absolute terms, the increase is likely to be viewed as comparatively small given the substantial contribution ascribed to R&D in neoclassical growth accounting. As few other economies match the US scale of combined business and government R&D, or its apparent productivity (Mazzucato 2011: Ch 4), few are likely to record a proportionally bigger GDP rise if they implement the same changes. Difficulty of integrating the value-creation inherent in R&D with the value-added basis of national income may help explain the limited impact of the accounting change now being introduced.

‘Diffusive’ investments, which contribute to a positive return on collective (industry) investment while yielding negative returns for the individual investor, are the sometimes neglected inverse of ‘crystallizing’ investments, which yield a positive return for the individual while making a zero or negative contribution to collective investment returns. The tendency to appraise investment from an individual agent perspective, fundamental to advances in financial theory, has inevitably distanced it from analysis of value, an emergent phenomenon not easily reduced to micro-foundations. Value is created by investment that re-arranges resources for profitable sale (production), that identifies profitable new combinations of resources (e.g. research and development), that moves products to places or into forms where they are worth more (distribution), and that re-arranges existing corporate resources for increased production and productivity (restructuring/turnaround). Value is not necessarily created by investment that merely ‘revalues’ existing products or corporate resources by buying and later reselling them in unchanged form. Such investment – typified by speculative trading in financial instruments and property – can generate a return for the investor without creating new value, and so involves the redistribution of income and resources rather
than their new creation. There can be a temporal as well as a spatial dimension to the disconnection of returns from the agents whose risk-taking enabled them. Value is not necessarily realized at the time it is created; indeed, disruptive major innovations may lead to financial crises, which cause asset values to fall sharply, before the growth potential of the new technology is fully realized under new organizational structures and regulations (Perez, 2012).

The potential disconnection between those who take risks and those receiving the consequent returns, and between individual and social returns, adds to the problem of subjectivity (in projections of future costs, revenues and time preferences) that already arises in conventional investment appraisals. Economists have often resolved these problems by taking a procedural (rather than consequentialist) approach to appraisal, judging the provenance of an investment to judge its productiveness. It is (ideologically) assumed to be productive if private investors subscribe all or most of the capital and absorb all or most of the risk; unproductive if heavily state-financed and state-directed (e.g. Boaz and Crane, 1993; Bacon and Eltis, 1976). Build-up of debt is viewed as more sustainable if incurred by the private rather than the public sector, and external deficits are assumed benign if linked to private- rather than public-sector deficits. This straightforward division is challenged, however, by the substantial misdirection of private investment exposed by the asset price collapse of 2008-9, and private investors’ inability to absorb it, with consequent social costs arising from bail-out funding as well as GDP loss (Haldane 2010b).

4 Income without value creation: speculation, financial intermediation, outsourcing

National income accounting has been designed to exclude income that does not originate from value-added activity. But some instances of income generation without value creation, observable at microeconomic level, may be carried over into national accounts – especially in the cases of speculative asset trading, financial intermediation and offshore outsourcing, explored in the next three sections.

4.1 Speculation and equity withdrawal

Speculation can be defined as the profitable re-sale of purchased items without performing any activity except the exercise of ownership (and possibly storage). Such items can include raw and intermediate materials (working capital), final outputs, physical capital, financial instruments, real estate, and companies bought and sold through equity holding. Speculative trading gains may be made deliberately, by traders who set out to ‘buy low and sell high’ (or to short-sell and repurchase) without making any intention to improve the income-generating capacity of what they transact in (Benabou, 1989; Lewitt, 2010). They may also be made accidentally by those engaged in value-added activity, when the resale prices of raw materials or finished outputs rise between the time of their purchase and the time that final output is sold.

Like rent-seeking, speculation may have a productive outcome (and a GDP contribution) despite its zero-sum appearance. A firm whose inputs rise in resale price between the time of purchase and of finished-product sale, and which passes on the increase, may enjoy an addition to value-added part of which is effectively speculative gain. A financial ‘marketmaker’ buys when all others are selling, hoping to re-sell when prices have
risen, but thereby provides a useful service (market liquidity) despite the appearance of speculation. But however they arise, the rewards to speculation and stock appreciation are counted as a capital gain, not as generation of new income, in national accounts (Stone, 1984).

Equity withdrawal is the paying-out, as income, of assets previously ‘stored’ on a balance sheet as a result of previous income generation that led to asset accumulation. Some of the released equity may have arisen from previous capital gains (for example, appreciation of a company’s share price due to its improving profit-generation prospects), so would count towards income under the ‘Hicksian’ definition (the maximum that can be spent while keeping wealth intact). However, NIPA conventions adopt the narrower value-added definition of income; and when equity is withdrawn at a later date, after being added to the asset side of a balance sheet, this represents a deduction from wealth that would also be excluded under the Hicksian definition.

In practice, the exclusion of both types of ‘unearned’ income from national accounts is difficult to maintain. The value-added measure that underlies GDP measurement does not distinguish sustainable income flows (which add to a stock of assets or leave it unchanged) from unsustainable flows (which deplete a stock). So large, one-off equity-releases attained by securitizing debt, floating family/mutually/cooperatively owned firms on the stock market, and cashing-in (or securing debts against) past balance-sheet appreciations appear to have positively impacted GDP growth in the 1990s and early 2000s, despite these being one-off flows that turned out eminently reversible. National income accounting is not immune to a ‘capitalization’ of capital gains that inverts the usual process of adding value. Instead of a production activity whose profit adds to balance sheet reserves, it represents a removal of balance-sheet reserves which generates profit, without any change in production.

4.2 Financial intermediation services

The risk of speculative gains being classified as national income gains appears to have risen with the expansion of the wholesale financial sector. Today’s SNA still rests on a foundation built at the start of the ‘Bretton Woods’ era, when regulation kept financial sectors small and promoted a separation of real investment (in production and delivery of goods and services) from financial investment (in the instruments that finance real investment). That separation has been eroded by the growth of the financial sector and extension of its activity beyond financial services sold for transparent fees - requiring changes in accounting practice to capture value-added by mobilising funds for investment and by trading in financial instruments. Since the GFC, some prominent observers of the financial sector (eg Haldane 2010a, Turner 2012, Kay 2012, Stiglitz 2013) have raised fundamental questions about the measurement of value-added in financial services, particularly raising the possibility of:

- exaggeration of the contribution to production of financially risky activities, due to understatement of the risks (causing overstatement of investment returns);
- mis-classification of some intermediate consumption as final production, so that it is included in the value-added measure when it should be subtracted.

Until 2007 there seemed to be a consensus that economic growth requires ‘financial deepening’ - an expansion of the financial sector’s share of (and ratio of money supply
to) GDP, and that such deepening required the removal of interest-rate caps and other capital controls (Shaw 1973, Mackinnon 1973, Kiyotaki & Moore 2005). The rising share of financial services in GDP, across the OECD and notably in the UK and US, was therefore viewed as conducive to the growth of GDP. Expansion of banks and financial markets was assumed to enable non-financial companies to lower their capital costs and lay-off risks, by (among other contributions):

*Improving the allocation of savings to investment, and generating more savings to finance investment
*Lowering the costs of issuing bonds and shares by creating more liquid markets for them
*Lowering the transaction cost of retrading bonds and shares, through larger and more competitive secondary markets
*Reducing non-financial companies’ risk by creating (and deepening) futures and options markets
*Allowing more efficient and cheaper hedging of interest and exchange rates
*Reducing creditors’ risk by creating credit default swap markets

Some of these functions involve the provision of markets and supporting services where none previously existed, and mobilization of capital for investment that was previously unavailable. The resultant expansion of output can explain why a more efficient financial sector should be a larger one (in relation to GDP), in contrast to other sectors (such as agriculture and textiles) where efficiency improvement has led to a declining GDP share. In addition, most larger financial sectors (including those of the UK and US) channel substantial business from abroad, generating significant export earnings, so their growth as a proportion of GDP can be regarded as revealing comparative advantage. However, the unusually strong rise in financial sector GVA in the years before the crisis has raised important questions over whether this was being appropriately measured, and/or was an appropriate measure of the sector’s contribution.

Haldane (2010a) highlights the extent to which financial firms’ GDP contribution was enlarged from the late 1990s by the widening gap between their average interest rate to lenders and the rate at which they could borrow – a premium which, since 1993, has been treated as showing banks’ contribution to GDP through ‘financial intermediation services indirectly measured’ (FISIM). After 2008 it transpired that banks’ borrowing costs had been artificially low, because all had been underestimating their risks and the largest had enjoyed an explicit state guarantee through being ‘too big to fail’ (ICB 2011). But the immediate impact of financial crisis was to widen the premium further, as banks raise their interest rates to commercial borrowers while the central bank held down their own funding costs. This had the perverse result of lifting UK banks’ GVA at its fastest-ever pace in 2008Q4, a time when they were universally recognized to be in crisis (Haldane 2010a: 3). Figure 1 shows the sudden spurt in financial compared with non-financial GVA, immediately before the 2008-9 crash.
Banks had already lifted their GVA and profit rate far faster than most other industrial and service sectors, by making riskier loans and securities trades and by extending their leverage, so as to multiply capital gains. Their return on equity (ROE, the measure most of interest to shareholders) expanded faster than their return on assets ROA), which was held down by the growing scale (and risk) of assets. Since GVA rose without significant growth in labour or capital employed, banking seemed to achieve a total-factor-productivity ‘miracle’ (Haldane 2010a: 11-12). Haldane argues that these exaggerations of banks’ GVA would have been largely avoided if the banks’ interest-rate differential had been adjusted to take account of the increased risk of the loans they were making to attain a higher yield (by, for example, measuring the premium over rates on comparably risky borrowings, rather than over a risk-free rate). But the FISIM controversy highlights the possibility of GDP becoming seriously distorted when a cost of production is mis-classified as an output, and included in the value-added measure when it should be subtracted.

4.3 Outsourcing

Outsourcing - the external purchasing intermediate goods or services, including labour and capital services, that were previously produced in-house – may be a further source of GVA increases which do not reflect any change in real activity. Because it reduces intermediate cost, successful outsourcing contributes to GDP growth, as well as to the profitability of manufacturers and service companies that engage in it. The gains can be especially significant when production stages are ‘offshored’ to overseas subcontractors. In the public sector, outsourcing current operations to specialist service providers has become a principal strategy for reducing cost, and outsourcing capital projects to private companies to defer the treasury cost of the investment, as well as (in some cases) to transfer its risk.
Although successful outsourcing reduces the cost of intermediate inputs, without reducing the sale price of the output, it is not clear that this is the value-added equivalent of reducing production cost through process innovation (or of enabling a higher output price through quality improvement and product innovation). It might be more correctly interpreted as the effect of a price change, raising GVA through lower input cost in the same way that additional market power can raise GVA through higher output cost. The effects of price changes are normally eliminated at macroeconomic level, through the application of GDP deflators. Studying outsourcing in the context of financial deregulation and capital-account openness, Vlachos and Waldenstrom (2005) find that financial liberalization is associated with growth in industries’ real output, without any measured rise in value-added. In this case, the effect of price changes is removed by a fall in final output prices, due either to competition or (their preferred explanation) to long-distance outsourcing. “If the setting up of new plants is made less expensive by the liberalization of financial markets, firms become more inclined to outsource parts of their production. Since outsourcing means breaking up value-added chains, it could result in a pattern of increased firm creation, increased measured output and zero growth in value-added,” (Vlachos and Waldenstrom 2005; 263-4).

The implication is that measured output (and GDP) growth arising from outsourcing can be deceptive, since with no change in value-added – and an intention of reducing the quantity or cost of inputs – it is unclear where the growth would come from. Commercial confidentiality surrounding many outsourcing contracts makes it difficult to assess the practical impact. But the main implication is that conventional output and value-added measures may show a private and social return on outsourcing investment even when this only changes the location or ownership of a production stage, without altering the process itself.

5 Re-thinking stock-market valuation

The analysis presented so far strongly supports Nakamura’s (2008) distinction between the private wealth creation recorded in corporate accounts and the social value creation that National Income and Product Accounts are intended to record. It suggests that NIPA may continue leave out significant sources of value-added that are not translated in to income, even after R&D and cultural products are included using the methods now being introduced. At the same time, NIPA may continue to include significant income that do not arise from value-added, especially those associated with the financial sector.

As well as accounting measures based on past investment expenditure, most economies have a ‘market’ measure of their privately-owned capital stock through financial markets, and the value they place on companies’ equity. This in principle measures the present value of profits on future output, discounted at a rate which adequately captures the associated risk. However, the studies questioning markets’ ability to evaluate R&D, cited in section 3, are complemented by a number of others that question the general efficiency of stock markets in assigning valuations (e.g. Shiller 2005:177-192). While some published studies have found stock-market valuations to be unaffected by the choice between capitalization and expensing (e.g. Chan et al 2007), most have found equally R&D-intensive firms to enjoy a stock-price advantage if they use capitalization. This helps to explain why R&D-intensive firms (and their industry associations) stepped up pressure for accounting rules to be changed in this direction,
as they came under greater value-maximising pressure from activist shareholders and takeover threats.

5.1 ‘Short-termism’ in appraising future value

The long-held concern that market valuations are distorted by excessive discounting, reflecting a ‘short-termist’ perspective among equity investors (Miles 1993), has been reinforced by recent stock-market studies, notably the Kay Review (Kay 2012). This identifies a tendency of stock-market-quoted firms to under-invest in physical and intangible assets (including product development, employee skills and reputation), and to focus excessively on “restructuring, financial re-engineering or mergers and acquisitions at the expense of developing the fundamental operational capabilities of the business” (Kay 2012: 10). In the terms developed here, this means a focus on value transfer and extraction at the expense of value creation. This problem of managerial behaviour is traced back through the “equity investment chain” to asset managers who compete on short-term relative performance, and are therefore driven to hold stocks in firms that do the same.

The period over which investment returns are measured, and the discount rate applied to them, can substantially alter the evaluation of different projects. It is well-known that high discount rates, imposed by preference for rapid payback, will favor projects which generate early revenues and whose capital costs are either low or displaced into the future, The ROI requirements now placed on most equity investment (private as well as public) are inconsistent with the long intervals usually needed to develop value-adding innovations in industries such as electronics and pharmaceuticals (Lazonick and Tulum, 2011; Lewitt, 2010). While it could still be argued that stock market valuations are more accurate than any alternatives, these markets are primarily a device for valuing existing assets and re-trading entitlements to their returns. Capital for new investment is raised only when companies make initial public offerings or issue new bonds or shares. Even in this case, some of the funds raised represent a value transfer from new (public) to existing (private) investors, which may be followed by value extraction as earlier loans are repaid and shareholdings cashed-in.

Returns on equity were substantially raised (across most OECD stock markets) in the decade to 2008 by increases in banks’ and corporates’ leverage, which inflated the prices of remaining corporate equity and the consequent return on equity investment, while leaving the financial system increasingly fragile (Turner, 2009; Lewitt, 2010). Significant substitution of equity for debt is now being imposed on banks, under new international (Basel III) and national regulations. However, the relaxation of monetary policy has relieved corporates of similar pressure: some have continued to reduce their equity through share buybacks, which reached new peaks after 2008 (Lazonick, 2009), others have chosen to accumulate cash. The stock market’s role in new equity raising has been compromised by the rising discount rate and shortening payback period that it appears to have imposed on listed companies (especially those with higher leverage) since the mid-1990s (Haldane and Davies, 2011), as well as by the growth of private equity and its gradual extension (via leverage) to larger companies taken private through management buyouts. Understanding the strengths and limitations of public equity markets is essential for promoting productive capital allocation.
5.2 The changed nature of ‘equity’

The creation of joint-stock companies with limited liability was arguably one of the greatest financial innovations. Allowing companies to issue shares to outside investors meant that top executives could be recruited for their management skill, irrespective of their ability to contribute financially. The re-tradability of shares made it safer to invest, and reduced the cost of equity capital. The insertion of ‘shareholders’ equity’ as a wedge between companies’ (and banks’) assets and liabilities made them financially more stable, by enabling them to withstand a fall in asset value (or rise in liabilities) without losing solvency. Share issuance made it easier and cheaper for firms to borrow, because a public company struggling to repay its debts could dip into shareholders’ equity to stay afloat.

However, the nature of shareholders has changed radically since the inception (in the UK) of joint-stock companies, or PLCs. Most UK-based shareholders (who own around half of UK equity on the London Stock Exchange) are now institutions, not risk-taking individuals. These institutions are mainly pension and insurance funds, whose appetite for risk is strictly limited. There is pressure on these institutions to deliver high returns, especially as pension funds face increased withdrawals in an ageing society and insurance funds are required to offset the competitive erosion of profitability on premiums. But institutional funds must also safeguard subscribers’ capital, and keep their investments sufficiently liquid to meet unexpected withdrawals. So most run risk-averse portfolios weighted towards AAA-rated government bonds and ‘blue chip’ equities, with only a small proportion in high-risk asset classes such as small-firm equity and emerging markets. The rapid shrinkage of AAA-rated sovereigns since 2008, especially in Europe, has set back attempts to recapitalize the banks and revealed potential fragility among insurers for the first time.

One consequence of this is that very little of the capital that investors subscribe to institutional funds makes its way into small and medium-scale enterprises (SMEs), and only a small proportion of this goes to the 6% of innovative SMEs that generate growth and create jobs (NESTA, 2009). Most is lent to government (via bond issues), or buys the existing shares of large ‘blue chip’ companies with reliable earnings but generally slow growth. These companies finance most of their new investment out of profit retentions. But they will only proceed with projects if the expected return exceeds the rate that that shareholders would receive if the profit were distributed as dividend, by a premium that compensates shareholders for the projects’ perceived risk. Internal financing of investment is a reaction to cost penalties imposed on externally raised funds, and its expansion is consistent with the growing cost penalty applied by financial markets to longer-term capital investments (Haldane and Davies, 2011).

Another consequence is that returns on institutional investment are generally low in real terms, because of their concentration in the safest government bonds and company shares. Low real return is a reflection of the very low proportion of institutional funds going into innovation and new capacity creation – a consistent case of nothing ventured and nothing gained. Until 2008, debt securitization provided a potential channel for institutional capital into risky ventures whose debt was bundled with safer ones into AAA securities: but the crisis revealed how easily these bundles could be broken apart, and the same pooling of risks at top investment grade is unlikely to be come possible again (Gonzalez-Paramo, 2010). Perhaps the most damaging consequence is that equity has – for any company that wants to attract institutional investment – become
functionally more comparable to debt. Managers feel obliged to pay dividends with size and comparable regularity to debt interest payments, and to defend the share price so that equity holders do not face comparably higher capital risk than debt holders. In strategic terms, the growing convergence of equity and debt reduces management’s scope to put shareholders’ capital at risk through product or process innovation. In corporate-finance terms, it erodes the role of shareholders’ equity as a safety margin between assets and liabilities. When shareholders are institutions investing the retirement savings of ordinary citizens, governments do not dare to let them absorb the consequences of widespread asset-price deflation, and are forced to intervene to absorb losses with public funds (Haldane, 2010b; Admati et al, 2010).

5.3 Return on equity: mis-measuring profit from investment

For investors in corporate or bank equity, the relevant measure of profit is return on equity: earnings (before interest and taxation) divided by the value of shareholders’ equity. Managers of these enterprises are therefore constrained to maximize profit by maximizing return on equity. This can be done by boosting pre-tax profit and/or by reducing equity. Much concern was raised in the 1990s about business practices and accounting techniques which could artificially raise the level of profit, especially in sensitive pre-reporting periods. Distortions due to this incentive, which culminated in the Enron collapse, led to the imposition of tougher corporate codes, notably Sarbanes-Oxley in the US. In the 2000s, this led enterprises – and particularly banks – to pursue increased return on investment through the second option: deliberately (and artificially) reducing the volume and value of equity.

The consistently rising stock markets encountered in Europe, North America and other regions in 2001-8 placed downward pressure on corporate returns on equity (ROE), by raising the value of shareholders’ equity. This was exacerbated by changes in accounting convention, especially under International Financial Reporting Standards, which favor the marking-to-market of assets and liabilities, leading to the quicker transmission of rising equity markets to rising shareholders’ equity. Publicly listed companies therefore came under pressure to restore ROE by reducing their shareholders’ equity, through techniques that included moving assets off the balance sheet, substituting debt for equity and buying-back shares. Privately held companies reacted to similar pressure by running down their reserves, or by floating on stock markets and paying-out the reserves as bonuses to the new shareholders.

Return on investment (ROI), though taking account of increases in debt that may have been used to inflate ROE, is a similarly unreliable guide to value creation. Unproductive investment and unproductive rent-seeking have the common feature of generating a positive private ROI – which can exceed costs of capital - for the people or enterprises that engage in them, while generating no net social return on the investment. The early rent-seeking literature drew attention to large corporations and trusts whose investment in lobbying for entry restriction generated flows of monopoly profit for their shareholders, with implied welfare losses for other stakeholders. Attention has shifted more recently to the financial sector, where most active fund management companies generate profit without giving their investors an excess return over the market portfolio after deducting expenses (e.g. Malkiel, 2004), supporting the widely-held view that pursuit of this ‘net alpha’ is a zero-sum game (Hill 2006). The social return in both cases is eliminated by the deadweight loss during redistribution from consumer to producers, or by the mutual cancellation of investors’ positive and negative ROI. Since those best
placed to make additional profit through rent-seeking are those who have already accumulated resources through past profit, redistribution is likely to result in a rise in inequality, which may cause further welfare loss (Wilkinson and Pickett, 2009).

The financial crisis served as a reminder that high returns – even if recorded on all measures – may disappear when suitably risk-adjusted. There is now a consensus that financial markets seriously underpriced risk in the decade before the financial crisis (Greenspan, 2008; King, 2012), so that even the 'risk-adjusted' measures of the time overstated the attractiveness of investment in financial firms and in the more financialized non-financial companies. The costs of rescuing the UK financial system after its near-collapse in 2008, which could approach an entire year's GDP when the displacement from trend growth is calculated (Haldane, 2010b), exceed the profits that the sector recorded in 2000-7, suggesting that a return on capital which appeared strongly positive for most of that decade was actually negative (for the economy as a whole, and for private investors until their losses were socialized through government action to buy troubled assets and recapitalize insolvent banks).

High returns (to financial firms and large non-financial companies) may also reflect an element of rent transferred from other sectors, or smaller competitors in the sector, as well as an element of profit from newly created income. Although the long-noted link association between market share and ROI has been attacked as a spurious correlation (Jacobson and Aaker, 1985), the association between industry concentration and ROI has been so long established (e.g. Sullivan, 1977; Buzzell et al 1975) that rates of return and profits have been suggested as an appropriate measure of market power (Kreitzman and Williams, 2008). Monopoly rents extracted from consumers by large retailers, and from business customers by large wholesalers, can be viewed as a redistribution of income between agents (value transfer) which inflicts, on standard welfare analysis, a deadweight loss of national income (value destruction). Even before its recent crisis, the financial sector's growing GDP share, high profit rates and concentration of very high income recipients (especially in the US and UK) had aroused suspicion that it was extracting rents from real-economy businesses, reversing the expectation that more efficient intermediation (after deregulation) would drive financial transaction-casts down.

**8 Conclusion**

The swift reversal of several years’ GDP growth by the financial crisis that started in 2008 requires a rethink of the way value-added was measured, both in the financial sector and in the manufacturing and service industries to which it was assumed to have been channeling productive investment. This paper highlights the need to re-introduce concepts of ‘value’ that were lost in the 20th century reformulation of macroeconomics, and therefore neglected in the national income accounting that it gave rise to. It argues that the sustainability of income flows, and productiveness of investments, can be gauged from their relation to balance-sheet changes. Expenditure that adds to balance-sheet assets is potentially productive investment, though real assets are still vulnerable to devaluation through technological obsolescence, and financial assets to devaluation through negative reappraisal by outside investors. Expenditure financed by withdrawal of balance-sheet assets is also potentially productive, but only if it leads to new investment that generates at least equivalent assets elsewhere in the economy. What
went wrong’ in the build-up to 2008 can be interpreted as the unproductive use of income made available for investment, compounded by the extraction of much of that income from liquidation of past investment.

The economic ‘rebalancing’ required after the 2008 financial crisis and subsequent recessions is usually taken to mean a contraction of the public sector (and public borrowing) in favor of expanded private production, and promotion of exports to narrow the current-account deficit and reduce reliance on capital inflows. But unless guided by a clearer view of what constitutes value, and what distinguishes its creation from its transfer, extraction and destruction, across-the-board promotion of private investment and reduction of public investment could be counterproductive. The absence of value-creation in some forms of private investment (especially those in the financial sector) has been widely noted but is not being clearly reflected in financial-sector reform plans, which are narrowly focused on avoiding a recurrence of the conditions that caused the GFC while supporting major banks so that they re-expand business lending. The understatement of value-creation in some forms of private investment (and much public investment) is not fully addressed in new methods to incorporate R&D into national accounts. This analysis supports a number of policies that contribute to more productive mobilization of private investment - including the recognition that R&D, and other activities conducive to long-term growth, may still be undervalued in revised GDP calculations as well as being undervalued by equity markets (and therefore under-prioritized by public companies); and the need to assign greater priority to R&D in public and non-profit institutions, and other enterprises not subject to this equity-market bias. This would imply more concrete steps to distinguish borrowing for public investment (in R&D and infrastructure) from borrowing for public or (financing of) private consumption, when setting limits on fiscal deficits.

The financial crisis has left most of Europe’s economies, including the UK, with substantially raised levels of public and private debt which can only be paid-down by making more productive use of a now much-diminished flow of new capital. There are strong empirical reasons for believing that substantial real investment opportunities are becoming available, as a result of technological breakthroughs already made (Perez, 2012). But that their fulfillment will require new forms of enterprise structure, financing and regulation whose creation requires more than the financial-sector reforms currently under way.
References


Haldane A (2010b), 'The $100bn question, comments at Institute of Regulation and Risk', Hong Kong, 30 March.


Jacobson, Rand D. A. Aaker (1985), ‘Is market share all that it’s cracked up to be?’, Journal of Marketing, 49 (Fall), 11-22.


Lansley S (2012) The Cost of Inequality, London: Gibson Square


Lazonick W (2009), 'The buyback boondoggle', Business Week, 13 August


NESTA (2009), The Vital 6%, http://www.nesta.org.uk/events/assets/features/the_vital_6_per_cent.


Recent papers in the SPRU Working Paper Series:


SWPS 2013-03. Paul Nightingale and Alex Coad. September 2013. “Muppets and gazelles: political and methodological biases in entrepreneurship research”.


