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Abstract

The paper presents an empirical analysis of the innovative activities of business groups. It compares the innovativeness of group-affiliated firms (GAFs) and standalone firms (SAFs), and it investigates how country-specific institutional factors – financial, legal, and labor market institutions – affect the group-innovation relationship. The paper outlines two competing views, the institutional voids and the entry barriers theses, and analyses their contrasting predictions on the role of institutional and market development. The empirical analysis is based on the most recent wave of the World Bank Enterprise Survey (period 2010-2011), and it focuses on a sample of 6500 manufacturing firms across 20 Latin American countries. The econometric results point out that GAFs are on average more innovative than SAFs. Across countries, the superior innovation performance of GAFs is stronger for national economies with weaker legal institutions (as predicted by the institutional voids thesis), and for countries with more efficient labor market regulations (as postulated by the entry barriers thesis).
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Introduction

Business groups permeate emerging economies, often accounting for a substantial share of value added and employment. A business group can be defined as ‘a set of firms which though legally independent, are bound together by a constellation of formal and informal ties and are accustomed to taking coordinated action’ (Khanna and Rivkin, 2001: 47).

The existence, ubiquity and remarkable dynamics of business groups in emerging markets has stimulated a large amount of research, which has investigated a number of related topics such as the reasons for the emergence of groups, their ownership structure, their differentiation and vertical integration patterns, and their economic performance (Khanna and Yafeh, 2007; Colpan et al., 2010). The existing literature provides a rich and thorough characterization of business groups and their importance for economic development. However, while there exist several studies focusing on the financial and economic performance of groups, much less is known about their strategies, i.e. how groups organize their business activities and what makes them more (or less) successful than independent enterprises (Carney et al., 2011).

One important organizational strategy that deserves closer attention is innovation. The study of innovative activities of business groups is particularly important in the context of emerging economies. A crucial challenge for the catch up process of developing countries is to shift from an imitation to an innovation stage of development (Castellacci and Natera, 2013). What is the role of business groups for technological and economic catch up – do they facilitate this process by enhancing the innovative level of emerging economies, or hamper it by creating entry barriers and inefficiencies in the domestic market? A few recent studies have raised this question, and provided empirical evidence suggesting that GAFs are on average more innovative than SAFs. This is due, among other factors, to business groups’ greater access to financial and human capital resources, as well as their ability to take advantage of within-group and foreign spillovers (Mahmood and Mitchell, 2004; Mahmood and Lee, 2004; Mahmood et al., 2011).

In the context of emerging economies, a key question to investigate is how the positive relationship between group affiliation and innovation varies across countries. Many developing economies are currently undergoing a process of institutional change and transition that is commonly referred to as market development (Cuervo-Cazzura and Dau, 2009). How does this process of institutional change and market development affect the relationship between group affiliation and innovation – do GAFs increase or decrease their innovativeness vis-à-vis SAFs when national institutions become stronger and more efficient?

The present paper investigates this question. From a theoretical point of view, there exist two competing views providing different answers to this question. On the one hand, the institutional voids thesis argues that business groups, by making up for the lack
of well-functioning institutions, tend to perform better and be more innovative in countries with weaker and less efficient institutional set ups (Chang et al., 2006; Mahmood et al., 2011). On the other hand, a different standpoint, which this paper will name the entry barriers thesis, does instead postulate that group affiliation is more beneficial and enhances firm-level innovation relatively more in economies in which national institutions are stronger and more efficient (Chari and David, 2012). This thesis has not been explicitly formulated yet in the literature, and it will be developed in this article.

The objective of this work is precisely to contrast these two theses, point out the main theoretical arguments in favor of one and the other, and carry out an empirical test of their validity in a broad cross-country sample of emerging economies. The paper analyzes, in particular, whether the availability of good financial infrastructure, legal institutions and labor markets regulations decreases the innovativeness of GAFs relatively to SAFs, as predicted by the institutional voids thesis, or rather increases it as postulated by the entry barriers view.

The empirical analysis makes use of the most recent wave of the World Bank Enterprise Surveys (WBES) database, referring to the period 2010-2011. The WBES is a rich and extensive survey dataset of several thousand business firms in developing countries, providing information on their characteristics, strategies, economic performance, as well as their perceptions of the institutional, policy and economic environment in which they operate. A key characteristic of the WBES dataset is that it contains information on firms’ ownership, so that we are able to identify which firms in the database that are part of a domestic group, and distinguish these from the group of standalone firms.

Our study focuses on a sample of around 6500 manufacturing enterprises in 20 countries in Latin America. The topic of business groups’ innovation activities and their relationships to national institutional conditions is highly relevant for emerging economies in Latin America (Schneider, 2009). During the last two decades, many Latin American economies have undertaken extensive institutional changes and economic reforms – such as privatizations, trade liberalization, financial and macroeconomic stabilization – intended to make domestic markets more open, competitive and efficient. The new competitive environment opens up new challenges and opportunities for domestic firms in the region, and it is thus important to study how business groups are responding to the changing economic environment, and the extent to which their strategies and performance differ from those of standalone enterprises.

On the whole, the paper contributes to the literature along three main dimensions. First, we provide new evidence and quantitative analysis of business groups strategies and innovation activities. In line with the few recent studies on this topic, we find that GAFs are more innovative than SAFs, and we estimate the innovation propensity of GAFs to be 9% higher than that of SAFs.
Secondly, our results indicate that both the institutional voids thesis and the entry barriers view receive empirical support, and hence it is not possible to conclude in favor of one of them only and rejecting the other. Specifically, we find that, across countries in Latin America, the superior innovation performance of GAFs is stronger for national economies with weaker legal institutions (as predicted by the institutional voids thesis), and for countries with more efficient labor market regulations (as postulated by the entry barriers thesis). The results for financial institutions are mixed, indicating that in general better access to finance decreases the innovativeness of GAFs vis-à-vis SAFs; however, the availability of equity finance through the stock market may instead strengthen the innovation performance of affiliated companies. On the whole, these findings do not provide a conclusive answer to the question of how the relationship between group affiliation and innovation varies across countries, and call for further research in the future.

Finally, by making use of the extensive set of firm-level information available in the WBES database, our paper suggests a new avenue for empirical analyses in the field. We show that this dataset can be used to compare business groups' characteristics, strategies and performance for several thousand firms across the whole developing world. The results presented in this paper, therefore, can be replicated and extended in future research on business groups in emerging economies.

**Business groups in Latin America**

Business groups have for a long time been dominant players in Latin American economies. They are typically large, family-owned, hierarchically controlled and diversified. They account for a large share of value added and employment in many countries in the region. Schneider (2009) points out business groups as a key dimension of the Latin American variety of capitalism, which he defines as *hierarchical market economies*. Hierarchical market economies in Latin America, a hybrid type between the two standard categories of *liberal market economies* and *coordinated market economies* (Hall and Soskice, 2001), are in particular sustained by four main pillars (Schneider, 2009): (1) the relevance of diversified business groups, (2) a high-presence of multinational corporations, (3) low-skilled labor, (4) atomistic labor relations coupled with extensive, and often inefficient, labor market regulations (Botero et al., 2004). These four characteristics are closely intertwined and tend to reinforce each other: it is these institutional complementarities that explain why business groups constitute a structural and long-standing feature of this region.

Despite their importance, empirical data and evidence on business groups in Latin America is scant and far more limited than it is the case for other emerging economies (e.g. in East Asia). Chile is the economy in the region with a relatively better availability of information on business groups' strategies and performance. Khanna and Palepu (2000) used this information to study the relationship between diversification and the financial performance of groups in Chile in the period 1988-1996. Khanna and Rivkin
(2006) analyzed the relationships between interorganizational ties, family ownership and business groups. Another important work on Chile was presented by Khanna and Palepu (1999), which investigated the evolution of 18 large and diversified groups in the period 1987-1997, and showed that deregulation and other economic reforms in this decade did not have a negative effect on the performance of domestic business groups, as one would expect, but they rather contributed to strengthen their market dominance. More recently, other historically-oriented studies have provided new information and an updated overview of the long-run evolution of business groups in other Latin American countries: Argentina (Fracchia et al., 2010), Brazil (Aldrighi and Postali, 2010), Mexico (Hoshino, 2010) and Central American countries (Bull and Kasahara, 2012).

On the whole, empirical evidence on business groups in Latin America is still limited and far less extensive than it is the case for other emerging economies. Most of the existing studies are descriptive in nature and do not provide insights on how the performance of business groups is affected by group-specific characteristics and strategies, such as ownership, diversification, internationalization and technological innovation. The latter is an increasingly important factor for catching up countries in the region (Castellacci and Archibugi, 2008; Castellacci, 2011), and it is therefore important to investigate business groups’ capabilities and technological performance.

Further, the literature on business groups in Latin America identifies some important patterns in relation to the changing institutional context in the region. In most cases, groups originated several decades ago, and their initial formation and growth was closely linked and actively supported by public policies, such as State-led industrialization strategies, public ownership, trade protection and public procurement. Business groups have traditionally had close ties to national governments and often a strong political influence on them. The extensive process of economic reforms that was undertaken in many countries in the region during the 1980s and 1990s – privatizations, trade liberalization, financial and macroeconomic stabilization – does not seem to have negatively affected groups more than other firms. Business groups did actually grow stronger and found new strategies to survive in the new highly competitive environment. These findings do on the whole challenge the conventional view that business groups perform better in less developed institutional contexts. They thus call for a reassessment of the institutional voids thesis for the case of Latin America.

**Theory**

The study of innovative activities of business groups is particularly important in the context of emerging economies. A crucial challenge for the catch up process of developing countries is to shift from an imitation to an innovation stage of development (Castellacci and Natera, 2013). What is the role of business groups for technological and economic catch up – do they facilitate this process by enhancing the innovative level of emerging economies, or hamper it by creating entry barriers and inefficiencies in the domestic market?
A few studies have recently extended the business groups literature to analyze whether group-affiliated firms (GAFs) are more innovative than standalone firms (SAFs) (Mahmood and Mitchell, 2004; Mahmood and Lee, 2004; Chang et al., 2006; Belenson and Berkowitz, 2010; Mahmood et al., 2011). The empirical results of these works all point to a positive impact of group affiliation on innovation, due to the following channels.

First, GAFs can more easily get access to financial capital within the group when external financial markets are inefficient, and hence also reduce the uncertainties related to R&D investments. Secondly, when the country has a low level of human capital and workers’ skills, GAFs may provide workers with training and more efficiently allocate labor resources internally within the group. Thirdly, when the home market is not well developed, GAFs may overcome the lack of independent suppliers and advanced users by linking to other firms of the same (vertically-integrated) group. Hence, vertical integration may partly substitute for the lack of a good home market. Relatedly, GAFs may have greater access to internal information and advanced knowledge (within-group spillovers). Fourthly, due to their established market position and distribution network, GAFs are in a better position to develop collaborations with foreign firms and MNEs, so possibly exploiting knowledge imitation and foreign spillovers.

In the context of emerging economies, a key question to investigate is how this positive relationship between group affiliation and innovation varies across countries. Many developing economies are currently undergoing a process of institutional change and transition that is commonly referred to as market development (Cuervo-Cazzura and Dau, 2009). Following (Chakrabarti et al., 2011: 7), this may be defined as “the degree to which market-oriented institutions such as capital markets, legal systems, labor markets, and commercial value chains are present in support of business activity”. How does this process of institutional change and market development affect the relationship between group affiliation and innovation – do GAFs increase their innovativeness vis-à-vis SAFs when national institutions become stronger and more efficient?

This question is not only important from a comparative institutional perspective. In more general terms, as observed by Chang et al. (2006), innovation studies have not yet achieved a clear understanding of how firm-level strategies and innovative activities interact with the macro environment in which they operate. While management studies do in general focus on firm-level resources, capabilities and strategies, the innovation system literature points out that firms’ innovation investments are highly dependent upon, and supported by, country-level institutions (Nelson, 1993). In particular, financial institutions favor private firms’ access to finance, making available resources to invest in R&D; legal institutions and an efficient court system favor commercial

---

1 Mahmood et al. (2011) point out in particular that intra-group ties are important for the capability formation and R&D activities of business groups, and that it is important to distinguish the effect of three types of ties: buyer-supplier, equity and director ties.
transactions, contract enforcing and the protection of intellectual property rights (IPRs); and labor market regulations affect the pool of human resources that a company can draw from, or determine the flexibility of the labor market and hence the ability of firms to hire new workers. It is therefore crucial to investigate further the process of interaction between the micro- and macro-level in innovation studies, and how this co-evolves with institutional and economic development.

The question of the relationship between group affiliation and innovation, and how this is affected by country-level institutions, does not have a clear cut answer. From a theoretical point of view, there exist two competing arguments. The first is the so-called institutional voids thesis, according to which business groups, by making up for the lack of well-functioning institutions, tend to perform better and be more innovative in countries with weaker and less efficient institutional set ups. Most recent studies on this question have adopted this thesis (Chang et al., 2006; Mahmood et al., 2011). By contrast, a different standpoint, which this paper will name the entry barrier thesis, does instead argue that group affiliation may be more beneficial and enhance firm-level innovation in economies in which national institutions are stronger and more efficient. This thesis has not been explicitly formulated yet in the literature, and it will be developed in this article.

The contribution of this work is precisely to contrast these two theses, point out the main theoretical arguments in favor of one and the other, and carry out an empirical test of their validity in a broad sample of emerging economies in Latin America. The motivation for undertaking this type of exercise is well illustrated by Carney et al (2011), which, in a recent comprehensive overview of the literature, concluded that: "We see a need for future studies offering concurrent tests of multiple theories, as well as studies developing and testing eclectic explanatory frameworks combining variables from multiple-source theories" (Carney et al., 2011: 452). Table 1 summarizes the main arguments of these two theses.
Table 1: Theoretical framework – Two competing views on group affiliation and innovation

<table>
<thead>
<tr>
<th>Role of business groups in emerging economies</th>
<th>Institutional voids thesis</th>
<th>Entry barriers thesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paragons: Groups fill in institutional voids, thus playing an important role for economic development</td>
<td>Parasites: Groups create entry barriers and reduce heterogeneity; they are rent-seeking organizations with close ties to public authorities</td>
<td></td>
</tr>
<tr>
<td>Theoretical framework</td>
<td>Transaction costs economics; Resource-based view of the firm</td>
<td>Evolutionary economics; Agency theory and corporate governance</td>
</tr>
<tr>
<td>Changing role of groups over time</td>
<td>When institutions develop and become more efficient, the source of groups’ superiority decreases, and their advantage over SAFs is eroded</td>
<td>When institutions develop and become more efficient, groups become more innovative, better organized and better able to reap external sources of opportunity</td>
</tr>
<tr>
<td>Cross-country pattern</td>
<td>Across countries, the difference between the innovativeness of GAFs and SAFs is stronger in countries with weaker and less efficient institutions</td>
<td>Across countries, the difference between the innovativeness of GAFs and SAFs is stronger in countries with better and more efficient institutions</td>
</tr>
</tbody>
</table>

**The institutional voids thesis**

According to this thesis, business groups in emerging economies are *paragons*: they play an important function for economic development by making up for missing or inefficient institutions, hence filling institutional voids (Leff, 1978; Khanna and Palepu, 1997). Thus, groups originate and prosper when national institutions are weak and, correspondingly, group performance is relatively better in countries characterized by weaker institutions than in economies with well-functioning institutional set ups (Khanna and Yafeh, 2007; Carney et al., 2011).

The theoretical arguments that provide a conceptual foundation to this market failure view are primarily rooted in transaction costs economics (Williamson, 1975): taking advantage of their organizational structure and internal network, groups may decrease and partly avoid the high transaction costs that characterize the inefficient market context that is typical of less developed economies. Further, this argument of the superior performance of groups in emerging economies is also related to the resource-based view of the firm (Penrose, 1959; Wernerfelt, 1984). According to this, it is important to distinguish between *resources* and *capabilities*: the former are stocks of production factors that a firm possesses (e.g. physical and human capital), whereas the latter represent its ability to manage these resources in order to create products and services. According to Guillen (2000), the resource-based view may explain why
business groups are more prevalent in economies in which managers and companies are able to accumulate the capability and resources for repeated industry entry.\textsuperscript{2}

The institutional voids thesis has recently been extended to the study of business groups’ innovative activities (Mahmood and Mitchell, 2004; Chang et al., 2006; Mahmood et al., 2012). The main argument here is that groups provide innovation infrastructures in emerging markets when financial, legal and labor market institutions are weak. Hence, the positive effects of group affiliation on innovation are more relevant in less developed economies, in which groups make up for market failures and institutional weaknesses. In particular, with respect to financial institutions, group affiliation may be a way to get access to financial capital for innovative activities when financial markets and credit institutions are not efficient. Groups may also make up for the lack of legal institutions and weak contract enforcement mechanisms, thus making it possible to decrease transaction costs in product and factor markets. Further, if labor markets are inefficient and rigid, group affiliation may enable to get access to qualified human capital or set up training courses internally within the group, thus sustaining further the innovative activities of GAFs.

This thesis does also imply that, when an emerging economy undertakes a process of institutional transition and market development, national institutions will gradually become more efficient, and hence the source of GAFs superiority over SAFs will progressively decrease. Therefore, during a development process in which institutional transition brings a reduction in transaction costs, it is possible to expect that smaller and unaffiliated firms will increase their technological capabilities \textit{vis-à-vis} larger and well established business groups, eventually leading to a more competitive and less concentrated market.

Among the key studies developing this view, Chang et al. (2006) provide empirical evidence on the greater innovation performance of group affiliated firms in emerging economies by carrying out a comparison of groups in Korea and Taiwan. Mahmood and Mitchell (2004) present an industry-level study pointing out the existence of an inverse U-shaped relationship between the presence of groups within an industry and the sector’s innovativeness. Consistently with the institutional voids thesis, this study also shows that the threshold at which the marginal costs of group affiliation become greater than the corresponding benefits is lower for more advanced economies. Further, Mahmood et al. (2012) extend previous studies by focusing on the effects of intra-group buyer-supplier ties on groups’ innovativeness. The work argues that intra-group ties have two offsetting effects on innovation: they create \textit{combinatorial opportunities} that

\textsuperscript{2} Foss and Foss (2005) discuss the complementarities between transaction costs economics and the resource-based view of the firm. The main insight is that companies, in order to create value, must not only be able to manage their resources and capabilities in an efficient way, but should also try to appropriate the benefits of their production activities through property rights or the ability to cope with transaction costs. For the study of business groups, this means that group affiliation has a positive effect on firm performance because it enables to reduce transaction costs and hence appropriate resources that represent the competitive advantage of the firm.
support knowledge sharing and innovation, but at the same time may also lead to *combinatorial exhaustion* that constraints innovation after a certain threshold level of intra-group ties density. This study also finds, in line with previous works, that this threshold level is more rapidly met in countries with more developed market institutions, i.e. the benefits of group affiliation are relatively weaker in a more developed market.

While these seminal works have the important merit of having opened a brand new direction of research in the business groups literature, the empirical evidence upon which their results are based is mostly focused on Taiwan, Singapore, Korea and a few other East Asian economies. Do the same results hold for different geographical areas than East Asia, or for a broader cross-country sample of emerging economies? Previous cross-country comparisons, focused on group performance in general rather than innovation, provide a mixed and inconclusive answer to this question. Khanna and Rivkin (2001) present a cross-country analysis of 14 emerging markets, indicating that group affiliation is actually more profitable in countries with a better availability of financial infrastructures, including four of the major Latin American economies (Mexico, Chile, Brazil and Argentina). Khanna and Yafeh (2005) carry out a cross-country test of the institutional voids thesis, reporting no significant correlation between countries’ quality of legal and financial institutions and business groups’ extent and performance. Finally, Carney et al. (2011) present a comprehensive meta-analysis of a large number of studies of business groups and affiliate performance, and find that institutional voids in the legal dimension are actually negatively related to the performance of GAFs. Such cross-country patterns cannot easily be reconciled with the predictions of the institutional voids thesis. It is therefore important to discuss a second theoretical view, according to which market development and institutional transitions would not necessarily decrease the superiority of groups but they may actually even turn out to increase it.

*The entry barriers thesis*

A different view argues that business groups are *parasites* for developing economies. They are strong oligopolistic producers that are capable of erecting entry barriers. They are also inefficient and rent-seeking organizations that create agency problems and capital misallocations. According to this second thesis, these group-related inefficiencies would tend to decrease when the quality of institutions improves over the development process. Therefore, differently from the institutional voids view, the entry barriers thesis would expect group performance and innovative capabilities to be relatively better in countries characterized by well-functioning institutions than in economies with weaker institutional set ups.

The entry barrier thesis is founded upon two types of theoretical arguments. The first is related to the *evolutionary economics* perspective (Nelson and Winter, 1982; Hannan
and Freeman, 1989; Nelson, 1995). According to an evolutionary logic, groups create entry barriers in order to protect their market dominance, and may in this way reduce heterogeneity and hamper the entry of new innovative firms in the market (Mahmood and Mitchell, 2004). This approach also emphasizes that the process of technology and capability imitation is costly and difficult, and so cumulativeness and persistence are often important features characterizing market dynamics. Hence, when a process of institutional change and transition is in place, this may actually lead to a further strengthening of the dominant position of larger and well-established GAFs vis-a-vis smaller and less competitive unaffiliated companies. Three specific arguments corroborate this view.

First, as observed by Fortune and Mitchell (2012), when a national market becomes more open and competitive, the evolutionary process of selection becomes stronger: smaller and less competitive firms are driven out of the market (dissolution), whereas other companies are acquired by larger establishments or groups (acquisition). Hence, larger firms and groups will grow by acquiring other domestic companies, and may in this way strengthen their capability pool and innovative potential vis-a-vis other smaller unaffiliated companies. In other words, as market develops and institutions become more efficient, business groups will undergo a process of adaptation whereas SAFs are more likely to experience selection.

Another related mechanism is pointed out by Chakrabarti et al. (2011), which study the distinction between growth and retrenchment as two distinct strategies of asset reconfiguration. During a process of market reform, it is in general more likely that stronger firms will follow a growth strategy, whereas weaker companies will undertake a retrenchment strategy. Chakrabarti et al. (2011) also show that in stronger and more efficient institutional environments, the growth strategy will tend to be more effective than the retrenchment strategy. This general argument may have specific implications for the dynamics of business groups. If better performing companies are more likely to belong to, or be acquired by, business groups during institutional transition, affiliated firms would arguably strengthen their market position by following a growth strategy, thus increasing further their superiority vis-à-vis unaffiliated companies.

Thirdly, recent developments in the competition and innovation literature in industrial economics further corroborate these arguments. In particular, Aghion et al. (2005) argue that product market competition boosts R&D investments, since it may increase the incremental profits that firms obtain by investing in R&D activities. This argument, so-called escape-competition effect, points out that the relationship between the degree of market competition and innovation may hence be positive, and even more so in neck-to-neck industries where competition between rival firms is fierce. This general argument may again have specific implications for the business groups literature. Group
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3 For a survey of the theoretical foundations and recent developments of evolutionary economics, see Castellacci (2007).
affiliates, when faced with market liberalization and a higher degree of competition, may actually increase their innovative efforts in order to stay ahead of their competitors.

In addition to these arguments related to evolutionary economics, there is also another theoretical view that is consistent with the entry barriers thesis: **agency theory and corporate governance** (Morck et al., 2005). According to this approach, groups have often concentrated ownership characterized as control pyramids, in which a family firm controls several listed companies. This type of structure leads to the separation of ownership and control and thereby creates important agency problems. One is **entrenchment**, meaning that the controlling owner has a privileged and protected position within the group. Another is the divergence of interests between majority and minority shareholders, which makes it possible for the former to achieve private benefits of control. A third type of agency problem is **tunneling**, in which value may be transferred from one pyramid firm to another. The effects of these agency problems are capital misallocations and depressed investments in innovation. Specifically, Morck et al. (2005) point out the so-called **creative self-destruction** effect: since the innovation produced by one GAF may be competing with, and have negative effects on, the other companies affiliated to the same group, for the group as a whole the incentives to invest in innovation are reduced.

From an agency theory and corporate governance perspective, institutional improvements would then decrease the scope for the agency problems related to control pyramids, and even turn out to make groups more efficient and innovative. Fogel (2006) shows that in countries with weaker institutional set ups family control and rent-seeking activities of groups are more common. This would imply that, when a country evolves and improves its institutions, groups have to adjust their organizational structure and strategy, thus becoming more dynamic and innovative.

A related argument is that groups are rent-seeking organizations with close ties to public authorities (La Porta et al., 1999; Rajan and Zingales, 2003). Khanna and Yafeh (2007: 352) emphasize that “business groups are formed with government support, expand and diversify with government nurturing, and their performance is a function of their rent-seeking ability and opportunities”. Chung et al. (2007) point out that, when a process of institutional change and transition takes place, political connections change form – shifting from formal ties to main political authorities towards more informal connections to a multitude of different actors – but they still continue to be an important channel through which groups defend their interests and pursue rent-seeking activities.

On the whole, the main implication of the corporate governance perspective is consistent with the evolutionary economics arguments discussed above. When institutions develop and become more efficient, groups may become more competitive, better organized and better able to reap external sources of opportunity and policy incentives. Chari and David (2012) find that Indian groups, after the process of market reforms, have indeed strengthened their core competencies and invested more in R&D,
thus increasing their competitive position. The historical evidence on the long-run evolution of groups in Latin America briefly discussed in the previous section points in the same direction.

**Hypotheses**

The institutional voids and the entry barriers theses provide different answers to the question on whether group affiliation spurs innovation relatively more in economies characterized by weaker and inefficient institutions, or rather in countries with a better institutional quality. The main prediction of the institutional voids thesis is that the difference between the innovativeness of GAFs and SAFs is greater in economies with *weaker and less efficient* institutions, since it is in this type of national contexts that group affiliation makes it possible to reduce transaction costs and make up for the lack of institutions supporting an open and competitive market.

By contrast, the entry barrier thesis leads to the opposite prediction: the difference between the innovativeness of GAFs and SAFs is likely to be greater in economies with a *better* institutional quality. The reason is twofold. First, from an evolutionary economics perspective, groups are likely to strengthen their capability pool and have greater incentives to innovate when institutions become more efficient and the market gets more competitive. Secondly, from a corporate governance standpoint, institutional developments do also contribute to alleviate the inefficiencies and agency problems related to group pyramidal structure and rent-seeking activities, thus making groups more efficient and more innovative organizations.

These general conjectures on the role of institutions for group innovativeness lead to the formulation of three more specific hypotheses, focusing on the role of financial, legal and labor market institutions respectively. These are in fact the three main institutional domains that are typically considered in the business group literature and in comparative institutional analyses (Botero et al., 2004; Khanna and Yafeh, 2007; Carney et al., 2011).

**Financial institutions**

According to the institutional voids thesis, groups provide innovation infrastructures in emerging markets when institutions are weak. In particular, group affiliation may be a way to get access to financial capital for innovative activities when financial markets and credit institutions are not efficient. Hence, the hypothesis related to this thesis is that GAFs have greater access to financial capital to invest in innovative activities than SAFs particularly in countries with weaker and less efficient institutions.

By contrast, the entry barrier thesis would lead to the opposite prediction: the difference between the innovativeness of GAFs and SAFs may arguably be stronger in countries with better financial institutions. The reason is that during a process of market development, financial institutions become more efficient, providing business firms with
a broader choice on how to finance their innovative activities. Companies may in particular choose between debt and equity finance. The latter may spur innovation investments because it contributes to lower the risks of uncertain technological activities, and it increases the financial commitment of the enterprise (Lazonick, 2007). If GAFs, thanks to their group affiliation, have a higher facility and propensity to use equity finance than SAFs, this may increase the financial resources that they invest in innovative activities \textit{vis-à-vis} SAFs.

**Hypothesis 1 (financial institutions)**

- **H1a:** Across countries, the difference between the innovativeness of GAFs and SAFs is stronger in countries with weaker and less efficient financial institutions.

- **H1b:** Across countries, the difference between the innovativeness of GAFs and SAFs is stronger in countries with better and more efficient financial institutions.

**Legal institutions**

The institutional voids thesis emphasizes the importance of transaction costs, and the related market failures and inefficiencies that these may lead to in product and factor markets. Business groups, thanks to their organizational structure and internal networks, may however make up for the lack of well-functioning legal institutions and partly avoid weak contract enforcement issues, thus making it possible to decrease transaction costs in emerging markets. The cross-country implication of this argument is that group affiliation provides a more important factor spurring innovative activities in countries with weaker and less efficient legal institutions.

On the other hand, the entry barriers thesis would lead to the opposite hypothesis, namely that, the difference between the innovativeness of GAFs and SAFs may turn out to be stronger in countries with a better quality of legal institutions. As pointed out in the previous section, two arguments support this view. First, from an evolutionary economics perspective, it is reasonable to argue that when legal institutions and IPR protection become stronger, groups may benefit relatively more than independent firms because the rents of their innovative activities can more easily be appropriated and reaped. In a more competitive market, GAFs will also have greater incentives to invest in innovation in order to maintain their market leadership (Aghion and Howitt, 2005). Secondly, the corporate governance perspective would argue that, during a process of institutional transition and market development, legal institutions progressively become more protective of the rights of minority shareholders, thus mitigating the agency problems associated with control pyramids and increasing the efficiency and innovativeness of group-affiliated firms.
Hypothesis 2 (legal institutions)

**H2a:** Across countries, the difference between the innovativeness of GAFs and SAFs is stronger in countries with weaker and less efficient legal institutions.

**H2b:** Across countries, the difference between the innovativeness of GAFs and SAFs is stronger in countries with better and more efficient legal institutions.

**Labor market institutions**

In line with the previous two hypotheses, the institutional voids thesis also points out that when labor markets are inefficient, e.g. because of the weak supply of qualified workers and the highly regulated nature of labor institutions, it may be difficult for companies to get access to the qualified human capital they need for undertaking technological activities. In this context, group affiliation may enable to get more easily access to qualified human capital internally within the group, or benefit from training courses for the employees organized by the group itself, compensating for the lack of training programmes in the public education and science system. For this reason, the hypothesis developed by this view is that the difference between the innovativeness of GAFs and SAFs is stronger when countries have weaker and less efficient labor market institutions.

By contrast, the entry barriers thesis would again lead to the opposite expectation: group affiliation is likely to spur innovative investments relatively more in emerging economies characterized by better and more efficient labor market institutions. In fact, when labor markets become more efficient and flexible, it may become easier for GAFs to use this greater institutional flexibility to get rid of less productive workers and attract the most talented managers and employees, thus increasing their human capital level and innovative potential vis-a-vis SAFs. Further, in a labor market where unions have weaker power, employers are in general more prone to undertake and finance training programmes to develop firm-specific skills and capabilities (Belloc, 2012). For both of these reasons, business groups may arguably benefit from labor market liberalization to a greater extent than SAFs.

Hypothesis 3 (labor market institutions)

**H3a:** Across countries, the difference between the innovativeness of GAFs and SAFs is stronger in countries with weaker and less efficient labor market institutions

**H3b:** Across countries, the difference between the innovativeness of GAFs and SAFs is stronger in countries with better and more efficient labor market institutions

Before turning to the empirical analysis, it is important to clarify that the hypotheses tests that we will carry out in the next sections do not aim at showing that one thesis is correct and the other is not. We believe that the arguments put forward by both the institutional voids thesis and the entry barriers view have solid conceptual foundations
and empirical support in previous research. Our analysis does actually intend to investigate the overall (net) effect of these two competing forces, and point out whether of them prevails over the other in a specific cross-country setting.

**Data and indicators**

Our empirical analysis makes use of the *World Bank Enterprise Surveys* (WBES) database. This is a rich and extensive survey dataset of several thousand business firms in nearly all developing countries, providing information on their characteristics, strategies, economic performance, as well as their perceptions of the institutional, policy and economic environment in which they operate. The WBES follows a stratified random sampling with replacement, based on firm size, business sector and geographic region as the main strata, which ensures representativeness of the results within each country. The survey questionnaire follows a standard template, in order to ensure cross-country comparability of the results.4

We focus on the most recent wave of the WBES, the one referring to the period 2010-2011. A key characteristic of the WBES dataset does now contain information on firms’ ownership. From this information, we are able to identify which firms in the database that are part of a domestic group (GAFs), and distinguish these from the group of standalone firms (SAFs). This information is very valuable from the point of view of the business groups literature. So far, group identification has in fact been a controversial and difficult task for empirical works in this field (Khanna, 2000; Yafeh, 2005), and the information on group affiliation has often been limited to enterprises within a specific country. The present paper, by making use of the new information available in the WBES 2010, suggests a new avenue for empirical analyses in the field, making it possible to compare business group characteristics, strategies and performance for several thousand firms across the whole developing world.

Our study focuses on 20 Latin American countries, covering nearly the whole region. The whole sample contains a total number of around 13 000 firms, covering all sectors of economic activity (agriculture, manufacturing and services). However, since one of the variables of our interest, technological innovation, is only available for firms in the manufacturing sector, we eventually narrowed down our sample to a total number of around 6500 enterprises. The empirical analysis makes use of the following indicators.

**Firm-level variables**

**GAF: Group-affiliated firm.** Dummy variable indicating whether an enterprise is part of a domestic group. This indicator has been obtained by interacting (multiplying) two dummy variables of the WBES questionnaire: (1) the one reporting whether “the establishment is part of a larger firm” (question A.7); (2) the one indicating whether “the

---

4 For a detailed description of the dataset and its methodology, see the WBES page: [www.enterprisesurveys.org](http://www.enterprisesurveys.org).
firm is owned by private domestic individuals, companies or organizations”. This variable is then able to distinguish two types of enterprises in our sample: domestic group-affiliated firms (GAFs) and domestic standalone firms (SAFs). Table 1 shows that 12.4% in our sample are GAFs.

**INNO: Innovation.** Dummy variable indicating whether an enterprise has carried out R&D investments in the period (question LAC.E6). This is a standard indicator of technological innovation, which is the predominant type of innovation for firms in manufacturing industries. R&D investments are not only important because they lead to the introduction of brand new products and processes, but also because they increase a firm’s capability to imitate external advanced knowledge (Cohen and Levinthal, 1990). The indicator is therefore useful to measure Latin American firms’ innovation propensity as well as their imitation ability. On average, 45% of manufacturing firms in the sample have undertaken R&D investments in the period.6

**SIZE: Size of the firm.** Categorical indicator taking three possible values: 1 if the firm has between 5 and 20 employees; 2 if it has between 20 and 100 workers; 3 if it has more than 100 employees (question A.6 of the WBES survey). The average firm size category in our sample is 2 (between 20 and 100 workers), and the cross-country variability of this indicator is low: in all of the Latin American countries in the sample, small and medium-sized enterprises constitute the bulk of the business population.

**AGE: Age of the enterprise.** Number of years since the establishment began operations (question B.5). The variable ranges from 0 to 340 years, and the mean value is approximately 28 years.

**QUALITY: Quality certification.** Dummy variable indicating whether the firm has “an internationally-recognized quality certification, such as ISO 9000, 9002 or 14000” (question B.8). On average 28% of enterprises in the sample report to have obtained quality certification.

**EDUC: Education level.** “Average number of years of education of a typical permanent full-time production worker employed in the establishment” (question L.9a). The mean value in the region is 10 years.

**ICT: ICT infrastructure.** Dummy variable reporting whether a firm has “a high-speed Internet connection on its premises” (question C.23). A large majority of firms in the sample (87%) report to have good Internet infrastructure, although the variable differs

---

5 This second variable has been obtained from question B.2a, assuming that a firm is domestically owned if at least 50% of its ownership belongs to private domestic individuals, companies or organizations.

6 In addition to this R&D variable, we have also used a dummy variable indicating whether the firm has introduced a new product in the period (NEW_PROD). The new product dummy measures the outcome of innovation. It is interesting to use this variable, along with the R&D dummy, in order to see whether the main patterns investigated in the paper also hold for the innovation performance of firms in addition to their innovation propensity.
substantially across countries – ranging from 95% in Argentina, Colombia and Ecuador to below 65% in most Central American countries.

**DIVERSIF: Product diversification.** Percentage of total sales represented by other products than the firm’s main product (question D.1a3). The mean value of this variable in the sample is 30%.

**URBAN: Urban density.** Indicator reporting the size of the city in which the firm is located. The variable is categorical and takes five possible values: 1 if it is a town with less than 50000 inhabitants; 2 between 50000 and 250000 people; 3 between 250000 and 1 million; 4 if it is a city with population over 1 million, but not a capital city; 5 if it is a capital city. The indicator is obtained from question A.3, and it is used as a proxy for urban density and agglomeration economies.

**OBST_FINANCE: Obstacle: Financial system.** Variable indicating whether “access to finance – which includes availability and cost, interest rates, fees and collateral requirements – is an obstacle to the current operations of the firm” (question K.30). The variable is categorical, ranging from a value of 0 (no obstacle) to 4 (very severe obstacle).

**OBST_LEGAL: Obstacle: Legal system.** Variable indicating whether legal courts represent an obstacle to the current operations of the enterprise (question J.30). The variable is categorical, ranging from a value of 0 (no obstacle) to 4 (very severe obstacle).

**OBST_LABOR: Obstacle: Labor regulations.** Variable indicating whether “labor regulations are an obstacle to the current operations of the firm” (question L.30). The variable is categorical, ranging from a value of 0 (no obstacle) to 4 (very severe obstacle).

*Country-level variables*

**FINANCE: Access to finance.** This is the country average of the firm-level variable OBST_FINANCE defined above. The indicator has been multiplied by – 1, so that a higher value of the variable indicates better access to finance. It is used to test hypothesis 1.

**STOCK: Stock market.** Stocks traded, % of GDP (source: World Bank, *World Development Indicators*). It is used to test hypothesis 1.

**LEGAL: Legal institutions: Courts.** This is the country average of the firm-level variable OBST_LEGAL defined above. The indicator has been multiplied by – 1, so that a higher value of the variable indicates better functioning legal courts. The indicator is employed in the test of hypothesis 2.

**TRUST: Legal institutions: Trust.** Percentage of respondents who agree with the statement: “Most people can be trusted” (source: *World Value Survey*). The indicator is employed in the test of hypothesis 2.
LABOR: Labor market regulations. This is the country average of the firm-level variable OBST_LABOR defined above. The indicator has been multiplied by – 1, so that a higher value of the variable indicates more efficient labor market regulations. It is used for the test of hypothesis 3.

TERTIARY: Tertiary education. Tertiary enrolment ratio (source: World Bank, World Development Indicators). It is used for the test of hypothesis 3.

Table 2 presents some descriptive statistics for the firm-level indicators used in this study, and table 3 shows the coefficients of correlation among these variables.

Table 2: Descriptive statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
<th>Obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAF</td>
<td>0.124</td>
<td>0.329</td>
<td>0</td>
<td>1</td>
<td>6573</td>
</tr>
<tr>
<td>INNO</td>
<td>0.451</td>
<td>0.497</td>
<td>0</td>
<td>1</td>
<td>6573</td>
</tr>
<tr>
<td>SIZE</td>
<td>2.004</td>
<td>0.809</td>
<td>1</td>
<td>3</td>
<td>6573</td>
</tr>
<tr>
<td>AGE</td>
<td>27.84</td>
<td>21.34</td>
<td>0</td>
<td>340</td>
<td>6535</td>
</tr>
<tr>
<td>QUALITY</td>
<td>0.280</td>
<td>0.449</td>
<td>0</td>
<td>1</td>
<td>6263</td>
</tr>
<tr>
<td>EDUC</td>
<td>10.33</td>
<td>3.95</td>
<td>0</td>
<td>25</td>
<td>6059</td>
</tr>
<tr>
<td>ICT</td>
<td>0.868</td>
<td>0.338</td>
<td>0</td>
<td>1</td>
<td>6401</td>
</tr>
<tr>
<td>DIVERSIF</td>
<td>30.36</td>
<td>26.14</td>
<td>1</td>
<td>100</td>
<td>6504</td>
</tr>
<tr>
<td>URBAN</td>
<td>1.992</td>
<td>1.26</td>
<td>1</td>
<td>5</td>
<td>6573</td>
</tr>
<tr>
<td>OBST_FINANCE</td>
<td>1.622</td>
<td>1.25</td>
<td>0</td>
<td>4</td>
<td>6504</td>
</tr>
<tr>
<td>OBST_LEGAL</td>
<td>1.625</td>
<td>1.37</td>
<td>0</td>
<td>4</td>
<td>6369</td>
</tr>
<tr>
<td>OBST_LABOR</td>
<td>1.723</td>
<td>1.21</td>
<td>0</td>
<td>4</td>
<td>6549</td>
</tr>
</tbody>
</table>

Table 3: Correlation coefficients

<table>
<thead>
<tr>
<th>GROUP</th>
<th>INNO</th>
<th>SIZE</th>
<th>AGE</th>
<th>ICT</th>
<th>QUALITY</th>
<th>EDUC</th>
<th>DIVERSIF</th>
<th>URBAN</th>
<th>OBST_FINANCE</th>
<th>OBST_LEGAL</th>
<th>OBST_LABOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAF</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INNO</td>
<td>0.096</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIZE</td>
<td>0.145</td>
<td>0.241</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AGE</td>
<td>0.089</td>
<td>0.099</td>
<td>0.247</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICT</td>
<td>0.099</td>
<td>0.243</td>
<td>0.294</td>
<td>0.096</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QUALITY</td>
<td>0.109</td>
<td>0.252</td>
<td>0.380</td>
<td>0.183</td>
<td>0.180</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EDUC</td>
<td>0.067</td>
<td>0.064</td>
<td>0.048</td>
<td>0.036</td>
<td>0.073</td>
<td>0.099</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIVERSIF</td>
<td>0.053</td>
<td>0.141</td>
<td>0.085</td>
<td>0.133</td>
<td>0.095</td>
<td>0.084</td>
<td>0.053</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>URBAN</td>
<td>0.018</td>
<td>0.023</td>
<td>-</td>
<td>-</td>
<td>0.020</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OBST_FINANCE</td>
<td>-</td>
<td>0.006</td>
<td>0.112</td>
<td>0.083</td>
<td>0.024</td>
<td>0.096</td>
<td>0.034</td>
<td>0.003</td>
<td>0.051</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>OBST_LEGAL</td>
<td>0.024</td>
<td>0.007</td>
<td>0.053</td>
<td>0.005</td>
<td>0.028</td>
<td>0.019</td>
<td>-</td>
<td>0.025</td>
<td>0.039</td>
<td>0.010</td>
<td>0.243</td>
</tr>
<tr>
<td>OBST_LABOR</td>
<td>0.038</td>
<td>0.112</td>
<td>0.079</td>
<td>0.083</td>
<td>0.118</td>
<td>0.027</td>
<td>0.000</td>
<td>0.061</td>
<td>0.037</td>
<td>0.266</td>
<td>0.384</td>
</tr>
</tbody>
</table>
Econometric model and methods

The econometric analysis seeks to estimate the relationship between group affiliation (GAF dummy) and firms’ innovation (INNO dummy), and how this relationship is affected by country-specific institutional factors (financial, legal and labor market institutions). As noted in previous research, one main issue that arises in this context is that some firm-specific characteristics (measured or unobservable) may affect both the probability that a firm is a GAF and its performance. Khanna (2000: 752) calls this issue “winner picking”: if a firm has a successful performance, it is more likely that it will be invited to join a business group. A similar issue may arise in our study. Some firm-specific characteristics may in principle affect both the probability that a firm is selected to take part in a group and its ability or propensity to innovate. If this is the case, a problem of selection bias arises, due to the fact that firms self-select into two different categories, GAFs and SAFs, and this will affect the estimation of the group-innovation relationship.

In order to properly take account of this issue, we use a two-equation approach and model both the probability that an enterprise is a GAF (equation 1) and its innovation propensity (equation 2). The first equation studies the factors that may determine why a firm is selected to take part in a group, whereas the second equation estimates the determinants of its innovation propensity. These two equations form a recursive system of equations, since the dependent variable in equation 1 (GAF dummy) is included among the explanatory variables in equation 2. The full model specification is the following:

\[
\text{GAF}_i = \alpha_1 + \beta_1 \text{SIZE}_i + \gamma_1 \text{AGE}_i + \delta_1 \text{QUALITY}_i + \zeta_1 \text{DIVERSIF}_i + \lambda_1 S_i + \rho_1 C_i + \varepsilon_{i1} \tag{1}
\]

\[
\text{INNO}_i = \zeta_2 + \omega_2 \text{GAF}_i + \beta_2 \text{SIZE}_i + \gamma_2 \text{AGE}_i + \delta_2 \text{QUALITY}_i + \sigma_2 \text{EDUC}_i + \tau_2 \text{ICT}_i + \varphi_2 \text{URBAN}_i + \eta_2 \text{OBST_LEGAL}_i + \theta_2 \text{OBST_FINANCE}_i + \kappa_2 \text{OBST_LABOR}_i + \psi_2 \text{INTERACT}_i + \lambda_2 S_i + \rho_2 C_i + \varepsilon_{i2} \tag{2}
\]

The explanatory variables include group affiliation plus a set of firm-level characteristics (size, age, quality, product diversification, education level, ICT infrastructures, urban density), some interaction variables (defined below), and the full set of sector and country dummies (S_i and C_i respectively).

The GAF variable in equation 2 is expected to be positive: in line with previous research, we postulate that GAFs have higher innovation propensity than SAFs. All the firm-specific control variables are also expected to take a positive sign in the estimations: the firm’s probability to be part of a group (equation 1) and its innovation propensity (equation 2) are assumed to be positively related to the enterprise’s size, age, product quality, degree of product diversification, human capital, ICT infrastructures, and
A recent debate in the applied econometrics literature discusses the use and interpretation of interaction terms in non-linear models such as logit and probit. Ai and Norton (2003) opened this debate and criticized the common interpretation of interaction terms in non-linear models. Greene (2010) and Kolasinski and Siegel (2010) have recently responded to this criticism and shown that the usual interpretation of interaction effects is reasonable and more informative than the method proposed by Ai and Norton.

geographical (urban) location. Further, in line with previous analyses based on firm-level survey data, we also expect the three variables OBST_FINANCE, OBST_LEGAL and OBST_LABOR to take a positive sign in the estimations, indicating that financial legal and labor market institutions are regarded by firms as important factors shaping their business activities.

In order to test hypotheses 1, 2 and 3, which compare the predictions of the institutional voids thesis (H1a, H2a, H3a) and the entry barriers thesis (H1b, H2b, H3b), we make use of the six country-level indicators defined in the previous section. Specifically, we introduce some interaction terms in equation 2, in order to investigate how financial institutions (FINANCE, STOCK), legal institutions (LEGAL, TRUST) and labor market regulations (LABOR, TERTIARY) affect the affiliation-innovation relationship. These interaction variables are constructed as follows. First, for each of these institutional variables, we carried out a hierarchical cluster analysis and divided the 20 countries in the sample into two groups: those whose institutional system is above average (well-functioning institutions) and those below average (weak and inefficient institutions). Next, we created two interaction variables for each institutional indicator, one multiplying the GAF dummy and the “above average” country group dummy, and the other between GAF and the “below average” country group dummy. These interaction variables test hypotheses 1, 2 and 3 by estimating a piecewise linear relationship between GAF and INNO. If the estimated coefficients for the “good institutions” interaction variables turn out to be higher (lower) than those for the “bad institutions” variables, this would provide evidence in favor of the entry barriers (institutional voids) thesis, because it would indicate that the positive effect of group affiliation on innovation is stronger in countries with a better (worse) institutional quality.7

As noted above, one important econometric issue that arises in the estimation of this model is so-called self-selection into categories: firms self-select into two different categories, GAFs and SAFs, and this is likely to affect the estimation of the group-innovation relationship. Since firm-specific characteristics may affect both the probability that a firm is selected to take part in a group and its innovation propensity, the variable GAF in equation 2 is likely to be correlated with the error term, and its estimated elasticity does arguably overestimate the effect of group affiliation on innovation. Our strategy to cope with this issue is twofold.

First, we use propensity score matching (PSM) estimations. The basic idea of the matching approach is to select a group of SAFs firms in the sample which are as similar as possible to the corresponding group of GAFs (conditional on a set of firm-level characteristics). By comparing (matching) the two groups of enterprises, it is possible to

---

7 A recent debate in the applied econometrics literature discusses the use and interpretation of interaction terms in non-linear models such as logit and probit. Ai and Norton (2003) opened this debate and criticized the common interpretation of interaction terms in non-linear models. Greene (2010) and Kolasinski and Siegel (2010) have recently responded to this criticism and shown that the usual interpretation of interaction effects is reasonable and more informative than the method proposed by Ai and Norton.
obtain an unbiased estimate of the effect of group affiliation on innovation (Caliendo and Kopeinig, 2008; Reeb et al., 2012).

The PSM method proceeds in three steps. First, it estimates the probability that a firm is a GAF, using as covariates variables that affect both the GAF dummy and the innovation dummy. This is a simple probit estimation of equation 1. Secondly, it creates two similar groups of firms, GAFs and SAFs, based on the propensity score obtained in the first step. Thirdly, it compares the mean of the two groups. This estimated difference (so-called average treatment effect on the treated, ATT) provides an unbiased estimate of the effect of group affiliation on innovation propensity.

The second approach we use is to estimate equations 1 and 2 through a recursive bivariate probit method, in which both equations are simultaneously estimated and the endogeneity of the GAF variable in equation 2 is properly handled by the way the model is estimated. The recursive bivariate probit is a seemingly unrelated regression model with correlated disturbances, in which the dependent variable of the first equation appears on the right-hand-side of the second equation. The model is estimated by MLE. Greene (2003: 715-716) points out that in such a model the endogeneity of one of the RHS variables of the second equation can be neglected because this term does not affect the maximization of the log-likelihood (differently from what it would be the case in a linear recursive model not estimated by MLE).

Results

We first present the results of propensity score matching (tables 4 and 5), and then the estimations of our two-equation system through the recursive bivariate probit model (table 6). As explained in the previous section, the PSM method selects a group of SAFs in the sample which are as similar as possible to the corresponding group of GAFs (conditional on a set of firm-level characteristics) and, by comparing the two groups of enterprises, it provides an unbiased estimate of the effect of group affiliation on innovation.

Table 4 presents the PSM results for the whole sample. We compare four sets of results: for two different model specifications and for two different matching methods (K-nearest neighbors and kernel matching). These four sets of results are closely in line with each other. After creating two similar groups of firms (GAFs versus SAFs), conditional on the set of firm-level characteristics outlined in equation 2, a comparison of the two indicates that GAFs have on average an innovation propensity of nearly 59%, whereas the mean for the SAF control group is around 50%. The difference between the two (the ATT, i.e. the average treatment effect on the treated) is around 9%. This is our unbiased estimate of the effect of group affiliation on innovation propensity. These results indicate that in Latin America the innovation propensity of GAFs is on average
9% higher than that of SAFs.⁸ On the whole, the PSM results are in line with, and corroborate further, the findings of recent research on the innovativeness of business groups in East Asia (Mahmood and Mitchell, 2004; Mahmood and Lee, 2004; Chang et al., 2006; Mahmood et al., 2011) and Europe (Belenzon and Berkovitz, 2010). Table 5 reports the estimated ATT for each country. These indicate that, although the effect of group affiliation on innovation is positive for most Latin American economies in the sample, the cross-country variability of this estimated effect is substantial. It is therefore important to investigate to what extent these cross-country differences may be explained by the different institutional conditions that characterize Latin American economies.

Table 4: Propensity score matching (PSM): estimation results for the whole sample.

<table>
<thead>
<tr>
<th>Matching method</th>
<th>Basic model specification (as in equation 1)</th>
<th>Extended model specification⁹</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K-nearest neighbors</td>
<td>Kernel</td>
</tr>
<tr>
<td>Average GAF (treated)</td>
<td>0.584</td>
<td>0.584</td>
</tr>
<tr>
<td>Average SAF (controls)</td>
<td>0.498</td>
<td>0.495</td>
</tr>
<tr>
<td>Difference (ATT)</td>
<td>0.086</td>
<td>0.089</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.020***</td>
<td>0.020***</td>
</tr>
<tr>
<td>Number of GAF (treated)</td>
<td>756</td>
<td>756</td>
</tr>
<tr>
<td>Number of SAF (controls)</td>
<td>5375</td>
<td>5375</td>
</tr>
<tr>
<td>Mean bias: Before matching</td>
<td>16.2%</td>
<td>16.2%</td>
</tr>
<tr>
<td>Mean bias: After matching</td>
<td>2.2%</td>
<td>2.7%</td>
</tr>
</tbody>
</table>

⁹ The extended model specification also includes the variables OBST_FINANCE, OBST_LEGAL and OBST_LABOR in equation 1. Legend: GAF: group-affiliated firms; SAF: Standalone firms; ATT: average treatment effect on the treated

⁸ We have also repeated the same PSM exercise with a different dependent variable, in order to test whether these results also hold for the indicator “NEW_PROD” (a dummy variable indicating whether the firm has introduced a new product in the period). The results for this innovation outcome variable are closely in line with those for the R&D variable: the estimated ATT is in the range between 8.6 and 9.3%. Therefore, our main result that GAFs are more innovative than SAFs does not only hold for the innovative propensity of firms, but it does also extend to their technological performance.
Table 5: PSM results by country: estimated ATT (average treatment effect on the treated) for each country.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>0.066</td>
<td>0.063</td>
<td>791</td>
</tr>
<tr>
<td>Bolivia</td>
<td>0.020</td>
<td>0.022</td>
<td>120</td>
</tr>
<tr>
<td>Chile</td>
<td>0.029</td>
<td>0.046</td>
<td>775</td>
</tr>
<tr>
<td>Colombia</td>
<td>0.040</td>
<td>0.131</td>
<td>705</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>0.137</td>
<td>0.157</td>
<td>326</td>
</tr>
<tr>
<td>Dominican Republic</td>
<td>-0.250</td>
<td>-0.285</td>
<td>122</td>
</tr>
<tr>
<td>Ecuador</td>
<td>-0.077</td>
<td>-0.158</td>
<td>120</td>
</tr>
<tr>
<td>El Salvador</td>
<td>0.028</td>
<td>0.020</td>
<td>125</td>
</tr>
<tr>
<td>Guatemala</td>
<td>0.000</td>
<td>0.002</td>
<td>355</td>
</tr>
<tr>
<td>Honduras</td>
<td>0.208</td>
<td>0.230</td>
<td>150</td>
</tr>
<tr>
<td>Jamaica</td>
<td>0.450</td>
<td>0.481</td>
<td>121</td>
</tr>
<tr>
<td>Mexico</td>
<td>0.120</td>
<td>0.136</td>
<td>1152</td>
</tr>
<tr>
<td>Nicaragua</td>
<td>0.014</td>
<td>-0.031</td>
<td>126</td>
</tr>
<tr>
<td>Panama</td>
<td>0.062</td>
<td>0.084</td>
<td>115</td>
</tr>
<tr>
<td>Peru</td>
<td>0.098</td>
<td>0.090</td>
<td>760</td>
</tr>
<tr>
<td>Suriname</td>
<td>0.500</td>
<td>0.500</td>
<td>75</td>
</tr>
<tr>
<td>Uruguay</td>
<td>0.060</td>
<td>0.039</td>
<td>360</td>
</tr>
<tr>
<td>Venezuela</td>
<td>0.075</td>
<td>0.089</td>
<td>85</td>
</tr>
</tbody>
</table>

We then shift the focus to the results of the estimations of our two-equation system through the recursive bivariate probit model. Equation 2 is the specification of our main interest, investigating the determinants of firms' innovation propensity and providing tests of the three hypotheses on the role of financial, legal and labor market institutions. On the other hand, the estimation of equation 1, investigating the determinants of the probability that a firm is a GAF, simply represents a first stage in the econometric analysis but does not provide any direct information on the hypotheses of our interest. We therefore report these results in the Appendix table A1, but will not comment them further here.

Table 6 reports the results of the estimation of equation 2. Before discussing the results of the hypotheses tests, it is interesting to look at the estimates for the firm-specific (control) variables included in equation 2. As expected, most of the firm-level control factors matter for the innovativeness of enterprises in Latin America. Firms are more likely to be innovators the greater their size, product quality and ICT infrastructure. Innovation propensity is also positively related to the size of the urban location in which firms are located, reflecting urban density and agglomeration economies. Differently from our expectations, two firm-level characteristics are not significantly related to the R&D dummy. Firm age and human capital level (number of education years of full-time permanent employees) do not turn out to have a significant effect on the probability that an enterprise undertakes R&D investments.
Next, the variables OBST_FINANCE, OBST_LEGAL and OBST_LABOR are as expected all positively and significantly related to the innovation dummy dependent variable. This indicates that Latin American firms, on average, regard national institutions (financial, legal and labor market) as important factors supporting their innovative activities. In particular, OBST_LABOR is the factor that turns out to have the strongest estimated coefficient, providing evidence that extensive and inefficient labor market regulations that characterize many countries in Latin America are perceived by business firms as an important obstacle to their innovative activities (Botero et al., 2004; Schneider, 2009).

A key explanatory variable in equation 2 is the GAF dummy, which tests whether group-affiliated firms are more innovative than standalone enterprises. In line with the results of propensity score matching estimations, this hypothesis receives support: the first column in table 6 shows that the estimated coefficient of the GAF dummy is positive and significant.

We then shift the focus to the results of the tests of our three main hypotheses, which investigate the cross-country predictions of the two competing views. In short, the three hypotheses investigate whether, across countries, the difference between the innovativeness of GAFs and SAFs is stronger in countries with weaker and less efficient financial, legal and labor market institutions, as implied by the institutional voids thesis, or rather in economies with a stronger and more reliable institutional set up, as expected by the entry barriers thesis. This set of propositions are tested in regressions 2 to 7, which make use of a piecewise linear specification in which the GAF coefficient is allowed to differ across two country groups: one characterized by stronger and more efficient financial, legal and labor market institutions, and the other with a weaker and less efficient institutional set up (see the previous section for a definition of the interaction variables that are inserted in regressions 2 to 7).

Columns 2 and 3 report the results of the test of hypothesis 1 on the role of financial institutions. The interaction variables in these regressions are both positive, and the size of the coefficient for the “good institution” cluster is higher than that for the “bad institution” country group, particularly for the STOCK indicator. This would suggest that the effect of group affiliation on innovation is stronger for countries with a better financial system than for economies characterized by weaker financial infrastructures.

Hypothesis 2, referring to legal institutions, is tested in regressions 4 and 5. The results for the indicator LEGAL is in line with the prediction of the entry barriers view, but the difference between the good and the bad institutions country groups is small and not significant. By contrast, the results for the TRUST indicator (column 5) are sharper and more precise, and indicate that group affiliation has a stronger effect on firms’ innovativeness in economies characterized by low levels of trust, weak legal institutions and higher transaction costs, in line with the predictions of the institutional voids thesis.

Columns 6 and 7 shift the focus to the role of labor market institutions (hypothesis 3). The results are mixed and non-conclusive: the regressions including the LABOR
interaction variable provide support for the entry barriers view, whereas those for the TERTIARY interaction variable are more in line with the prediction of the institutional voids thesis. However, in both regressions the difference between the good and the bad institutions country groups is small and not significant, so that further empirical evidence is necessary to shed light on this point.

Table 6: Estimation results for equation 2. Dependent variable: INNO. Estimation method: recursive bivariate probit.

<table>
<thead>
<tr>
<th>Hypotheses tested</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Institutional</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>variable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAF</td>
<td>0.629</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.83)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAF * GOOD</td>
<td>0.640</td>
<td>0.581</td>
<td>0.678</td>
<td>0.536</td>
<td>0.678</td>
<td>0.625</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.84)*</td>
<td>(1.54)</td>
<td>(1.88)*</td>
<td>(1.51)</td>
<td>(1.88)*</td>
<td>(1.86)*</td>
<td></td>
</tr>
<tr>
<td>INSTITUTIONS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAF * BAD</td>
<td>0.618</td>
<td>0.478</td>
<td>0.631</td>
<td>0.669</td>
<td>0.631</td>
<td>0.682</td>
<td></td>
</tr>
<tr>
<td>INSTITUTIONS</td>
<td>(1.77)*</td>
<td>(1.12)</td>
<td>(1.86)*</td>
<td>(1.95)*</td>
<td>(1.86)*</td>
<td>(1.96)**</td>
<td></td>
</tr>
<tr>
<td>SIZE</td>
<td>0.236</td>
<td>0.236</td>
<td>0.240</td>
<td>0.235</td>
<td>0.236</td>
<td>0.235</td>
<td>0.235</td>
</tr>
<tr>
<td></td>
<td>(7.28)**</td>
<td>(7.28)**</td>
<td>(7.19)**</td>
<td>(7.25)**</td>
<td>(7.27)**</td>
<td>(7.25)**</td>
<td>(7.25)**</td>
</tr>
<tr>
<td>AGE</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.29)</td>
<td>(0.28)</td>
<td>(0.26)</td>
<td>(0.28)</td>
<td>(0.32)</td>
<td>(0.28)</td>
<td>(0.31)</td>
</tr>
<tr>
<td>ICT</td>
<td>0.709</td>
<td>0.709</td>
<td>0.711</td>
<td>0.709</td>
<td>0.710</td>
<td>0.709</td>
<td>0.709</td>
</tr>
<tr>
<td>QUALITY</td>
<td>(10.53)**</td>
<td>(10.53)**</td>
<td>(10.54)**</td>
<td>(10.52)**</td>
<td>(10.54)**</td>
<td>(10.52)**</td>
<td>(10.52)**</td>
</tr>
<tr>
<td></td>
<td>(7.57)**</td>
<td>(7.57)**</td>
<td>(7.59)**</td>
<td>(7.53)**</td>
<td>(7.59)**</td>
<td>(7.53)**</td>
<td>(7.54)**</td>
</tr>
<tr>
<td>EDUC</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.67)</td>
<td>(0.67)</td>
<td>(0.66)</td>
<td>(0.67)</td>
<td>(0.65)</td>
<td>(0.67)</td>
<td>(0.65)</td>
</tr>
<tr>
<td>URBAN</td>
<td>0.047</td>
<td>0.047</td>
<td>0.047</td>
<td>0.046</td>
<td>0.048</td>
<td>0.046</td>
<td>0.047</td>
</tr>
<tr>
<td>OBST_Finance</td>
<td>(2.65)**</td>
<td>(2.63)**</td>
<td>(2.63)**</td>
<td>(2.63)**</td>
<td>(2.69)**</td>
<td>(2.63)**</td>
<td>(2.64)**</td>
</tr>
<tr>
<td></td>
<td>(1.50)</td>
<td>(1.50)</td>
<td>(1.51)</td>
<td>(1.51)</td>
<td>(1.48)</td>
<td>(1.51)</td>
<td>(1.49)</td>
</tr>
<tr>
<td>OBSTLEGAL</td>
<td>0.027</td>
<td>0.027</td>
<td>0.027</td>
<td>0.027</td>
<td>0.027</td>
<td>0.027</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.82)*</td>
<td>(1.82)*</td>
<td>(1.81)*</td>
<td>(1.82)*</td>
<td>(1.80)*</td>
<td>(1.82)*</td>
<td>(1.82)*</td>
</tr>
<tr>
<td>OBSTLABOR</td>
<td>0.049</td>
<td>0.049</td>
<td>0.050</td>
<td>0.049</td>
<td>0.049</td>
<td>0.049</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.84)**</td>
<td>(2.83)**</td>
<td>(2.84)**</td>
<td>(2.83)**</td>
<td>(2.84)**</td>
<td>(2.83)**</td>
<td>(2.83)**</td>
</tr>
<tr>
<td>(\chi^2) (Test of difference between good and bad institutions)</td>
<td>0.04</td>
<td>0.57</td>
<td>0.15</td>
<td>1.22</td>
<td>0.15</td>
<td>0.28</td>
<td></td>
</tr>
</tbody>
</table>

All regressions are run on a sample of 5466 observations, and include industry dummies and country dummies.

We then carry out another exercise in order to shed further light on the role of national institutions for the innovativeness of business groups, making use of aggregate (country-level) data. Table 7 reports the coefficients of correlation (Spearman's rank
correlation) between the estimated ATT parameters for each country (see table 5 above) and country-specific institutional conditions across the Latin American region. As explained above, the ATT parameters provide an unbiased estimate of the difference between the innovativeness of GAFs and SAFs. So, the correlation between these parameters and countries’ institutional conditions may be seen as a direct test of the contrasting predictions of the institutional voids versus the entry barriers thesis: a positive (negative) correlation coefficient would indicate that, across countries in Latin America, group affiliation spurs innovation relatively more in economies with a stronger (weaker) institutional set up – providing evidence in favor of the entry barriers (institutional voids) view.

The results in table 7 indicate different patterns for the three hypotheses under investigation. For hypothesis 1 (financial institutions), the results are mixed and depend on the indicator that it is used to measure country-specific financial conditions. In general terms, better access to finance (FINANCE) decreases the innovativeness of GAFs vis-à-vis SAFs, as postulated by the institutional voids thesis. However, the availability of equity finance through the stock market (STOCK) tends to strengthen the innovation performance of affiliated companies. According to the entry barriers view, equity finance may spur innovation investments because it contributes to lower the risks of uncertain technological activities, and it increases the financial commitment of the enterprise. If GAFs, thanks to their group affiliation, have a higher facility and propensity to use equity finance than SAFs, this may increase the financial resources that they invest in innovative activities vis-à-vis SAFs.

The results of the test of hypothesis 2 (legal institutions) are in line with the regression table discussed above, and provide evidence in favour of the institutional voids thesis, given the high and significant positive correlation between the TRUST indicator and the estimated GAF’s innovativeness. By contrast, the correlation coefficient for the LEGAL indicator is close to zero and weakly significant. In line with previous research, the interpretation of the results for this second hypothesis is that business groups, thanks to their organizational structure and internal networks, may make up for the lack of well-functioning legal institutions and partly avoid weak contract enforcement issues, thus making it possible to decrease transaction costs in emerging markets. Group affiliation does for this reason represent a more important factor spurring innovative activities in countries with weaker and less efficient legal institutions.

Finally, in relation to hypothesis 3 (labor market institutions), table 7 shows that the correlation between the indicators LABOR and TERTIARY and the estimated ATT parameters are both positive, and hence in line with the prediction of the entry barriers view. Across countries in Latin America, the difference between the innovativeness of GAFs and SAFs is stronger in national economies with better and more efficient labor market institutions. Our interpretation of this result is that, when labor markets become more efficient and flexible, it may become easier for GAFs to use this greater institutional flexibility to get rid of less productive workers and attract the most talented
managers and employees, thus increasing their human capital level and innovative potential vis-a-vis SAFs. Hence, business groups may benefit from labor market liberalization to a greater extent than SAFs.

Table 7: Cross-country tests: Coefficients of correlation between GAFs’ innovativeness (ATT from PSM estimations by country) and country-specific institutional conditions.

<table>
<thead>
<tr>
<th>Institutions</th>
<th>Variable</th>
<th>Spearman’s rank correlation</th>
<th>Supported hypothesis</th>
<th>Supported thesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Financial</td>
<td>FINANCE</td>
<td>-0.391</td>
<td>H1a</td>
<td>IV</td>
</tr>
<tr>
<td></td>
<td>STOCK</td>
<td>+0.357</td>
<td>H1b</td>
<td>EB</td>
</tr>
<tr>
<td>Legal</td>
<td>LEGAL</td>
<td>+0.055</td>
<td>H2b</td>
<td>EB</td>
</tr>
<tr>
<td></td>
<td>TRUST</td>
<td>-0.573</td>
<td>H2a</td>
<td>IV</td>
</tr>
<tr>
<td>Labor market</td>
<td>LABOR</td>
<td>+0.092</td>
<td>H3b</td>
<td>EB</td>
</tr>
<tr>
<td></td>
<td>TERTIARY</td>
<td>+0.143</td>
<td>H3b</td>
<td>EB</td>
</tr>
</tbody>
</table>

Legend: IV: Institutional voids thesis; EB: Entry barriers thesis

Discussion and conclusions

The paper has carried out an empirical analysis of the innovative activities of business groups in Latin America. The study has compared the innovativeness of group-affiliated firms and standalone enterprises, and it has investigated how country-specific institutional factors – financial, legal, and labor market institutions – affect the group-innovation relationship. The empirical analysis has made use of the extensive dataset made available by the most recent wave of the WBES (period 2010-2011), providing a rich set of information on 6500 manufacturing firms in 20 Latin American countries. The econometric results point out two major conclusions, which we summarize here along with a brief discussion of their policy implications.

The first main conclusion is that GAFs are more innovative than SAFs. After controlling for a large set of firm- and country-specific characteristics, and correcting for the possible self-selection bias due to the winner-picking mechanism, our econometric analysis estimates that the innovation propensity of GAFs is about 9% higher than that for SAFs. The result of a positive effect of group affiliation on innovation is in line with the few empirical studies analyzing this topic for the case of East Asian economies (Mahmood and Mitchell, 2004; Mahmood and Lee, 2004; Chang et al., 2006; Mahmood et al., 2011) and European countries (Belenzon and Berkovitz, 2010).
An implication of this result is that, by fostering the technological dynamics of the national system in which they operate, business groups have an important welfare-enhancing function in emerging economies, since they contribute to the process of domestic capability building and economic transformation through knowledge spillovers. At the same time, however, this also implies that standalone firms, which represent a great majority of the business population in Latin America, are losing ground and progressively becoming less competitive than the relatively small number of business groups that dominate domestic markets in these emerging economies. This type of diverging dynamics may have negative effects on the income distribution and further exacerbate income and social inequalities that do currently represent a major issue in Latin America. In order to counteract this diverging dynamics, national authorities should more systematically provide innovation policy support to standalone enterprises, targeting their technological capabilities, human capital as well as their access to financial capital and physical and ICT infrastructures.

The second main conclusion refers to the empirical test of the contrasting predictions of the institutional voids thesis, on the one hand, and the entry barriers view, on the other. Our results indicate that it is not possible to conclude in favor of one of them only and rejecting the other, since both theses receive some support in our empirical analysis. Specifically, we find that, across countries in Latin America, the superior innovation performance of GAFs is stronger for national economies with weaker legal institutions (as predicted by the institutional voids thesis), and for countries with more efficient labor market regulations (as postulated by the entry barriers thesis). Regarding financial institutions, the results are mixed, indicating that in general better access to finance decreases the innovativeness of GAFs vis-à-vis SAFs, but also that the availability of equity finance through the stock market tends to strengthen the innovation performance of affiliated companies.

In short, while it is true that GAFs may have strong internal capabilities, resources and networks, and hence partly make up for weak or inefficient institutions as pointed out by the institutional voids thesis, we also find that group innovativeness tends to increase when market institutions become more efficient, in line with the main prediction of the entry barriers thesis. The paper does therefore not provide a conclusive answer to the question of how the relationship between group affiliation and innovation varies across countries, and opens up the way for further research in the future.

Regarding the process of market development, a general implication of our results is that institutional changes and economic reforms intended to make domestic markets more open, competitive and efficient – such as the extensive wave of privatizations, trade liberalization, financial and macroeconomic stabilization undertaken in many Latin American countries during the 1980s and 1990s – do not necessarily drive business groups out of the market. By contrast, the effect of institutional changes and market liberalization is often that business groups, by exploiting their superior capabilities and dominant market position, are able to develop new strategies and find
new market niches, whereas smaller standalone firms are more likely to lose market shares and shrink. The Latin American case analyzed in this paper suggests that, when focusing on business groups innovation activities, a process of creative destruction is in place, according to which larger and well established domestic firms survive, adapt and innovate, whereas smaller and less competitive enterprises are eventually driven out of the market. This evolutionary process – driven by competition, selection and innovation – is a major driver of business dynamics in contemporary Latin America.
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Appendix

Table A1: Estimation results for equation 1. Dependent variable: GAF. Estimation method: recursive bivariate probit.

<table>
<thead>
<tr>
<th></th>
<th>(I)</th>
<th>(II)</th>
<th>(III)</th>
<th>(IV)</th>
<th>(V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIZE</td>
<td>0.237</td>
<td>0.233</td>
<td>0.237</td>
<td>0.237</td>
<td>0.231</td>
</tr>
<tr>
<td></td>
<td>(7.17)***</td>
<td>(7.05)***</td>
<td>(7.16)***</td>
<td>(7.14)***</td>
<td>(6.94)***</td>
</tr>
<tr>
<td>AGE</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>(1.74)*</td>
<td>(1.68)*</td>
<td>(1.74)*</td>
<td>(1.74)*</td>
<td>(1.64)</td>
</tr>
<tr>
<td>QUALITY</td>
<td>0.177</td>
<td>0.167</td>
<td>0.173</td>
<td>0.173</td>
<td>0.167</td>
</tr>
<tr>
<td></td>
<td>(3.14)***</td>
<td>(3.04)***</td>
<td>(3.14)***</td>
<td>(3.14)***</td>
<td>(3.04)***</td>
</tr>
<tr>
<td>DIVERSIF</td>
<td>-0.002</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>(2.86)***</td>
<td>(2.94)***</td>
<td>(2.86)***</td>
<td>(2.86)***</td>
<td>(2.93)***</td>
</tr>
<tr>
<td></td>
<td>-0.037</td>
<td>(1.90)*</td>
<td></td>
<td></td>
<td>-0.043</td>
</tr>
<tr>
<td>OBST_Finance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.06)**</td>
</tr>
<tr>
<td>OBST_LEGAL</td>
<td></td>
<td></td>
<td></td>
<td>0.001</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.20)</td>
<td>(0.55)</td>
</tr>
<tr>
<td>OBST_Labor</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.08)</td>
<td></td>
<td></td>
<td>(0.36)</td>
</tr>
<tr>
<td>Industry dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Country dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>LR $\chi^2$</td>
<td>1452.19***</td>
<td>1455.81***</td>
<td>1452.23***</td>
<td>1452.19***</td>
<td>1456.48</td>
</tr>
<tr>
<td>Observations</td>
<td>5466</td>
<td>5466</td>
<td>5466</td>
<td>5466</td>
<td>5466</td>
</tr>
</tbody>
</table>

The model in equation I is the basic specification corresponding to equation 1. The regressions II to V are additional exercises including also the variables OBST_Finance, OBST_LEGAL and OBST_Labor.
Recent papers in the SPRU Working Paper Series:


SPRU
Science and Technology Policy Research
University of Sussex
Falmer, Brighton, BN1 9SL, UK
www.sussex.ac.uk/spru