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Preface

Eachyear towardstheendof June postgraduateesearchersom COGS
at the University of Sussg get togetherto discusstheir researchand
(probablymoreimportantly)socialise.

Thethree-dayisle Of ThornsAnnual GraduateéNorkshop,namedafter
a former conferencecentreof the University of Sussg, is taking place
this yearat HerstmonceuxCastlefor the third time. Eachdelegatewill
presengabrief overview of theirresearchgainingvaluableresearchexpe-
rienceaswell astheopportunityto take advantageof theinterdisciplinary
natureof COGS.

Namedafter one of the buildings at the original conferencecentre,the
White HousePapersvasformally thefollow-up publicationfor thework-
shop. Following the precendensetby lastyears workshop,the White
HousePapersarebeingpublishedin advanceof the conferenceandare
intendedto provide a wide snapshobf postgraduateesearchn COGS.

Intendedto be easyreading,the 16th White HousePapersconsistsof
typically two-pagesubmissionsiccompaniethy authorphotographsind
shortbiographies. Due to the breadthof researchbeing carriedout in
COGS, much of the emphasisat the workshopandin the papersis to
presentto an audiencewhosememberscomefrom a large variety of
backgroundsThis meanghat mary of the paperssene asa generalor
non-specialisintroductionto the authors work. If readersareinterested
in the materialthenthey canobtainmoreinformationandfull publica-
tions(in somecasesfrom therelevantauthor

Again following the precedensetlastyear all of the papershave been
reviewedby memberof a ProgramCommitteeandauthorsyiventheop-
portunityto amendheir papersn responsgo theirreviewer's comments.
I wouldlike to take this opportunityto thankthe ProgramCommitteefor
their invaluable contritutions and help which | am surewill continue
throughoutthe workshop. Also, on behalfof the postgraduateesearch
body | would like to thank Phil Husbanddor the funding of the IOT
conferenceandthedistribution of this publication.

Lastly, it shouldnot be forgotten,however, thatthe Isle Of Thornscon-
ferenceandthe White HousePaperscould not be suchsuccessewithout
the contritutorsthemseles.

Kingsley Sage

Wednesdayith June2002
COGSPostgraduateCSAIStudenRepesentative
Compilerand Editor



ProgramCommittee

Mike Beaton
Hannele De Jagher
JasorHarrison
Joannd_awson
Tony Morse
SebastiafRasinger
Kingsley Sage
JohnSung



Contents

Biographical Information . . . . . . . .. ... e 1

Areyoufit enoughto recagnizefailure? . . . . . . . . .. 11
MiguelGarvie

Improving the Reliability of AutomobileMemory. . . . . . . .. ... ... ... ... .. ..., 13
Elly Adams

CausalReasoningn Artificial Intelligence. . . . . . . . . . .. ... ... ... .. ..., 14
Marzieh Asgari-Targhi

Anorexia andBulimia: disodersofcontol? . . . . . . .. ... . oo oo oL o 16
Caroline Auric

CanWe Still UseTheArgumentFrom Multiple Realizability?. . . . . .. ... ... .. ... .. 18
Mike Beaton

Hemispheriaepetitionprimingof familiarfaces. . . . . . . .. .. ... ... ... .. ..... 20
Victoria Bourne

TheSignificanceof Correlationsin NeuonalSpile Trains. . . . . .. ... ... ... ...... 21
Andy Bowery

eHABITATS: Context and Affectivityin ComputeMediatedCommunication. . . . . . . . . . .. 23
Diane Brewster

SunkCostandtheRatingof Facial Attractiveness. . . . . . . . .. ... ... . ... ...... 25
Martin Coleman

Listento your SystemThepotentialfor Auditory Displayin AdaptiveSystem&eseath . . . . . . 27
Alice Eldridge

DistributedDenial Of Service;A ModernProblem. . . . . . .. .. .. ... .. .. ....... 29
David Ellis

Title . 31
Eunice Fajobi

GenedDontMakeCales . . . . . . . . e 32
Chrisantha Fernando

EmotionCubes:An exploration into pleasuable experiencewith interactivetechnolagy . . . . . . 34
Rowanne Fleck

Exploringtheneuml code. . . . . . . . . . . . . e 36
Benoit Gaillard

Let'stalk aboutit: Exploringthe qualitiesof effectivepeercollaboration. . . . . .. .. ... .. 38
Amanda Harris

Aspectf SemitiCTENSE . . . . . . . . . 40
Jason Harrison

EvaluativeLexisin theReligiousDomainof Early ModernEnglish. . . . . ... ... ... ... 42
Maggie Kerridge

FaceReca@nitionandMemoryAWareness. . . . . . . . . . . oo vt i i 44
Ira Konstantinou

AutohyponymyndMentalRepesentations . . . . . . . . .. ... ... ... ... 46
Anu Koskela

Whyl Don‘tLikeWhisley . . . . . . . . 49

Kristy Lascelles



Age effectsontheacquisitionoffear . . . . . . . ... ... .. .. . ... 51
Joanne Lawson

AutomaticGrammarinductionby Distributional Clustering. . . . . . . . . ... ... ... ... 54
Chi-Ho Li

Alienationandthe Philosophyof CognitiveScience. . . . . . . .. ... ... ... ... .... 56
Paul Loader

Visually guidedagentswith evolvedmorpholaies . . . . . . . .. .. ... ... .. ... .... 58
lan Macinnes

UndesstandingDeliberateMinds . . . . . . . . . . ... 60
Marek McGann

Bootstappingabetterparser. . . . . . . ... 63
Mark McLauchlan

Affectingmotivationconsideringstudents goal orientation . . . . . . . ... ... ... ... .. 65
Erika Annabel Martinez Mirén

Thepostposedubjectin locativeinversionvsobjectin Setswanan Lexical MappingTheory . . . 67
Setumile Morapedi

Assumptiorireecognitivemodelling . . . . . . . . .. L e 70
Anthony F. Morse

BaselineConfessionsGoatsLick Buttecups . . . . . . . . .. .. ... . .. ... .. ... .. 72
Darren Pearce

Beor notbe?Firstlanguaje interferencein secondanguagelearning . . . . . .. .. ... .. 74
Sebastian Rasinger

Assesingnotivationalissuesn aVygostkanITS . . . . .. .. ... ... ... .. ... .... 76
Genaro Rebolledo-Mendez

End-userandsysteninterface;networkbreakdownsandalanguagge mismatq . . . . . ... .. 78
Jon Rimmer

A computationabppmoad to pulsatility in theneuoendocrinesystem . . . . . . ... ... ... 79
Enrico Rossoni

Theuseof temporal modelgo investigateDolphin Echolocation . . . . . ... ... ....... 81
John Rowston

Learningfor taskbasedvisualcontrol . . . . . . ... ... .. o 83
Kingsley Sage

Tradking a Beat: Cascade®f Syntironyin Cortical Circuits . . . . . ... ... ... ...... 85
Sampsa Sojakka

Cognitive Linguistic Analysisof ScientificTheoryFormationin Genetics. . . . . . . ... . ... 87
John Sung

Vocal Repertoie AnalysisusingArtificial Neual Networks . . . . . . ... ... .. ... .... 89
Aisha Thorn

ModellingPath Integration usingan EvolutionaryRoboticsAppoach . . . . . . .. .. ... .. 91
Robert Vickerstaff

AutomaticallyAcquiringSemi-Senseagiged Corpora . . . . . . ... 93

Xinglong Wang

Childrenandadolescentsiseof self-pesentatiortactics: How doesthis relateto their peerrela-

Dawn Watling



WhyNotto Throw Out Your Thesaurus. . . . . . .
Julie Weeds

On Autism,SocialCaognition and Perception-Action
Hanneke De Jaegher






Biographicallnformation

Elly Adamsis aformer OpenUniversity student.In 2000shebeganthe MRes
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inModernand FeministTheologyand Interfaith dialogue. From 1994 - 2000
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line research). Shethenreturnedto acedmiaandtook an OU BSc(Hons)in
2000andaMScin HCCSat COGSin 2002.Shestartedher DPhil at COGSin
October2002.

After mary yearsemploymentin a variety of ‘characterbuilding’ jobs, Martin
Colemanfinally enrolledat City University (London)in the summerof 1998.
Successfullycompletinga first degreein psychologyMartin was then lucky
enoughto securea postat the University of Sussg to readfor his DPhil. His
twin ambitionsareto bothpushbacktheboundarie®f humanknowledgewhilst
simultaneouslyavoiding the horrorsof a‘proper’ dayswork.

Alice Eldridgegaineda BScin psychologyfrom Leedsuniversityin 1999,after
working in Brightonfor a few years,shewassucled backto academiay the
MSc in Evolutionary and Adaptive Systems.Sheis now in thefirst yearof a
DPhil. in CSAI. Researchocuseson exploring applicationsof comple adap-
tive systemsin audio, for generatie art, software engineeringand scientific
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David Ellis holdsa BSc(Hons)in ComputerScienceandArtificial Intelligence
from the University of Sussg. He is now studyingtowardsa DPhil in the net-
work lab at Sussg University underthe supervisiorof lan Wakeman.

EuniceFajobiobtainedherfirst andseconddegreesin English/Educatiomtthe
ObafemiAwolowo University Nigeria. At the completionof the latter, which
wason ESL, shetook up appointmentwith the University asa lecturerin the
Departmenbf English. Prior to this, shehadtaughtat variouslevels of educa-
tionin Nigeria,rangingfrom thenurseryschoolthroughto the TeachersHigher
College of Education.Sheis committedto theimprovementof theteachingand
learningof Phoneticsand Phonology Sheis alsointerestedn aspectof first
andsecondanguageacquisition.

Dr ChrisanthaFernandodid a Medical Degree at WadhamCollege, Oxford,
workedasa houseofficer, andis deferringan S.H.Orotationin Psychiatryuntil
heexplainshow genesmalke brains.

RowanneFleck graduatedwith her first degreein Artificial Intelligenceand
Psychologyat the University of Edinturgh in summer2002. After ashortspell
working asadministratoron a projectlooking at developinga distancdearning
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humancomputerinteraction.

BenoitGaillard did a telecommunicatiomngineeringlegreein anengineering
school,in Brittany (France).For the final yearof this degree,lastyear he did

the masterof sciencein intelligent systemsjn COGS,within the ERASMUS
schemeHe’snow startingaPhdin ComputeiScienceandArtificial Intelligence
in COGS.His researchnterestaretheneurons.
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Impr oving the Reliability of Automobile Memory

Elly Adams

ellya@cogs.susx.ac.uk

Schoolof Cognitive and Computing Sciences

1 Intr oduction

Memory for automobiless of critical importance
for mary typesof forensicinvestigation. For ex-
ample,in child abductionstraffic accidentsand
crimesusing’get away’ cars,eyewitnessesreof-
ten asled about their memoriesof the automo-
biles involved. While much researchhas exam-
ined memoryfor people,andin particularfaces,
therehasbeenlittle work on memoryfor automo-
biles. This lack of researchs surprisinggiventhe
frequenyg of automobilecrimesandparents’fears
of child abduction(Davies, Kurvink, Mitchell, &
Robertson,1996). Recognizinghe importanceof
automobileidentification, police in the UK have
devised’Motorfit' (Grantham 1989),a methodfor
eyewitnessedo constructa picture of an automo-
bile from memoryin amannessimilarto thoseused
in mary computeassistedaceidentificationpack-
ages. While shawving potential, Motorfit proved
difficult to implement. The main aim of this re-
searchs to helpto bridgethe gapbetweernwhatis
known in the scientificliteratureaboutautomobile
memoryand the needsof the police investigators
andcourts. Theresearctwill addresdive principle
guestions:

1. Is it possibleto predictwho will be accurate

atmemoryfor automobiles?

Are there some automobilesand situations
which led to particularlyreliablememoryre-
ports?

Whatdo peoplerecallaboutanautomobile?

Are there methodsto improve the reliabil-
ity of reports,particularlyfor thosewitnesses
with unreliablememory?

How canthesemethodshe bestimplemented
in computersoftware?

Oneconcernaboutmucheyewitnessresearchs
that the stimuli and situationsare too artificial to

male realisticgeneralizationgo crime scenesAr-
tificial stimuli and situationsare often usedto in-
creaseexperimentalcontrol. In orderboth to ex-
plorecausahypotheseaboutmemoryprocessand
generalizdo realsituationsit is necessaryo usea
rangeof stimuli (Wright, 2002). Thisresearchuses
threedistinctmethods Thefirst is presentingnul-
tiple automobilesto participants,recordingvari-
ousaspect®f theseautomobileandof the partici-
pants,andexploring memory This includesshawv-
ing multiple computerstimulationsof automobile
events. The seconduses’walk-about’ methods
which involve participantswalking arounda car
parkandlaterbeingasledaboutseveral of the au-
tomobiles. Finally, individual crime reconstruc-
tions will be made and stored digitally. These
will thenbe shavn to participants. The research
will not answerall questionsregarding automo-
bile memorybut will provide afoundationfor aca-
demicsandpoliceinvestigators.

References

Davies, G. M., Kurvink, A., Mitchell, R., &
RobertsonN. (1996). Memoryfor carsand
their drivers: A testof the interesthypoth-
esis. Basicand applied memoryreseach:
Practical applications 2.

GranthamS. (1989). In Motorfit. Home Office,
PoliceResearclGroup, UK.

Wright, D. B. (2002). In First stepsin statistics.
Sagepublications.
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CausalReasoningin Artificial Intelligence

Marzieh Asgari-Targhi

marzata@cogs.susx.ac.uk

Schoolof Cognitive and Computing Sciences

1 Intr oduction

Primarily Al peopleareinterestedn the study of

the computationshatmale it possibleto perceve,

reasonandact. Reasoningin its simplestdefini-

tion, is the setof processethatenableusto go be-
yond the informationgiven. The processesould

belogical (inductive or deductve), emotional,in-

tiutionistic, etc. A strongpartof our reasonings

causal. It is dominantin our everydaycommon-
sensehinking and speech.In factthe solemean-
ing of mary verbsandverb phrasess the descrip-
tion of an effect of someunspecifiedcause.Also

very commonin scientific thinking from geology
to psychology Sincecausakeasoningseemso be
animportantfactorin humanbehaiour, it stands
to reasorthatresearchers Al shouldstrive to un-

derstandt andmale useof it in theirtheories.

2 Reseachaims

The goal of my researchs to examinecausalrea-
soningin Artificial Intelligence. Are Al scientists
interestedn causality?If so, why? More impor

tantly how is causalreasoningusedin Al theo-
ries and projects? | will amgue that adwvancesin

Al are highly relevant to the philosophicalprob-
lem of causatiorandphilosophicainvestigationof

causatiorwill be enrichedby consideringAl sci-

entistss approaches.Their scientific goals, ways
of askingquestionskind of answershey accept,
conceptuaandtechnicattoolsarefor themostpart
differentfrom thoseof thephilosopherThismeans
that the very leastthey might be ableto do is to

asknew questionsaboutthe old problemif notac-
tually comeup with solution. My own contriku-

tion, hopefully will beto find outwhatrole causa-
tion playsin Al, andwhatits significances for the
philosophicalunderstandingf causation.

3 Existing approaches

It is the casethat mosttheoriesof causatiorin Al,
sofar, have beeninformal; the approacthasbeen
that we understandntuitively what causationis,
i.e in ary simple analysisan eventis responsible
for the occurrenceor comingto being of another
event,andthereforeratherthanwastetime defining
it oneshouldembodyit in a programor possibly
in a slightly more abstractcomputationalframe-
work. Therecentattemptsby (Pearl,2000),(Gly-
mour, Spirtes,& Scheines2000), (Shafey 1996)
and (Bell, 1999)in which efforts are madefrom
differentperspectiesat rigorousdefinitionsof the
concept,have paved the way for mary researches
to try to understanatausatiorwith scientifictools.
Their approachegan be broadly divided into the
following two groups.

3.1 Pragmatic approach

As | mentionedabore this is the view dominant
among scientists(until recently) that conceptual
definitionof causatioris the philosophess job. In-

steadthey useintuitive understandin@f causation
in their projects,i.e insteadof defining causation
they embodyit in a programor a more abstract
computationaframenork. A goodexamplewould

be peoplewho work in vision learning, they just

assumesomeform of dependengc(e.g,correlation
betweenstatisticaldata) and use belief Bayesian
networks learningandreasoningo identify cause
andeffect.

3.2 Interdisciplinary approach

e Holistic approach: causationhas mary dif-
ferentfacetsuncertaintyelementjogical ele-
ment(necessanandsuficient elementsiand
qualitative elementwhichis uniqueto ary in-
dividual causakituation.Thefocusof thisap-
proachis notonary singleaspecbf causation
but on all of them(Pearl,2000).encapsulates
all theabove aspects.
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e Bayesian approach: applying Bayes nets
on causal inference and causal reasoning,
therebydeveloping the causalinterpretation
of Bayesnets(Glymouretal., 2000).

e Probabilistic approach: Causationcan be
identifiedwith its uncertaintyelementthere-
fore provide a probabilistictheory of causa-
tion (Shafer 1996).

e LogicalapproachTheformalisationof philo-
sophicaltheoriesIn particularthelogicalfor-
malisationof Mackie’s theory; his INUS ac-
countof causatiorby (Bell, 1999).

4 Philosophicalsignificance

All the above schoolof thoughtsin Al attemptto

answertwo importantphilosophicalquestionsi(a)

How dowe know oneeventis the causeof another
event?(b) Whatis the natureof the causaimecha-
nisminvolved betweerthetwo events?Philosoph-
ical theories,n generaltry to reducethe problem
of causationto one of thesetwo questions. But

anAl causalmodeldealswith bothtypesof ques-
tions. For example,in roboticsresearchersn one
particularapplicationare trying to build a highly

capableand autonomougobot. The robot hasto

be ableto navigatewith minimal humaninterven-

tion i.e, have a sufiicient knowledgeof its erviron-

ment(that,preciselyis dealingwith type (a) ques-
tions). Robotsalsomustbe ableto detectanoma-
lies and dealwith them effectively and usesome
sortof causaimechanisn{thatis dealingwith type
(b) questions)Moreoverthey mustbeableto man-
agetheir limited resourcesjncluding powver and
computationand usethemin an efficient manner
Finally, they mustintegrateall thesecapabilityinto

working reliable systemsthatis makinga model
thatanswerdothtypesof the questions. believe

if they succeednakingthatkind of model,thenthe
built modelwill captureanimportantpatternof our
causakeasoning.

References

Bell, J. (1999). Primary and secondaryevents.
Working notesof the 4th workshopon Non-
monotonicReasoning Action and Chang
[JCAI, 65-72.

Glymour, C., Spirtes,P., & ScheinesR. (2000).
CausationpredictionandsearchIn Logical
foundationof proabability The MIT Press,
CambridgeMA.

Pearl,J. (2000). In Causality modelsyeasoning
andinference CambridgeUniversity Press.

ShaferG. (1996). In Theart of causalconjectue.
MIT PressCambridgeMA.

13
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1 Background

Clinicians are increasinglyrecognisingthat, al-
thoughthe symptomsof eatingdisordersrevolve
essentiallyaroundfood, weight and body shape
concernsthefundamenta{andoftencausaljprob-
lemsusuallylie in otherareasof the sufferers’life
and/orpersonality(Dalgleishetal., 2001). Indeed
it hasbeensuggestedhat eatingdisorderedndi-
vidualsperceve shapeandweightasan’index of
control’ (Fairburn, Shafran& Coopey1999);con-
trol they feel they do not possessver other ar
easof their lives. In line with the emeging fo-
cuson control asan underlyingmotivation in the
eatingdisorders,(Vitousek& Hollon, 1990) car
ried out an investigationinto the schematiccon-
tentandprocessingn the cognitionsof eatingdis-
orderedsubjects. They recognisethat weight and

uk

lidity of thesemeasuresalongwith the usualcon-
cernsaboutthe transparenc of self-reportmea-
sures(demandcharacteristicsself presentation).
The needfor lesstransparentechniquesis par
ticularly relevant to ED researchbecausesufer-
ers often strive to presere their maladapire be-
liefs and behaiours (Vitousek & Hollon, 1990).
SomeED sufierers may dery they have a prob-
lem, whilst othersrefrainfrom expressingor may
not be consciouslyaware of the motivationsand
thoughtghatunderlietheir maladaptre behaiour.
For thisreasonijn anattemptto exposethe hypoth-
esisedmplication of cognitive biasedn theeating
disorderd will emplg/ anexperimentatechnique
calledthe Implicit AssociationTest(IAT) (Green-
wald, McGhee & Schwartz,1998)in my research.
ThelAT is essentiallya categorizationtaskthat
assesseshe differential associationof two tar

shapeconcernsrecentralto the psychopathology get conceptswith an attribute dimension. This

of AN (anoreia nenosa)and BN (bulimia ner

vosa),but proposehatindividualswith eatingdis-

ordersusethesequantifiableoutcomesin sucha
way asto organiseandcontroltheirbehaiour, per

ceptionsthoughtsandaffect. As such,individuals
with eatingpathologydevelop organisedcognitive

structuregschemata)which canaffect theway in

whichthey processnformationin certaindomains
(e.g.stimuli relatingto food andweight).

The recurrentappearancef the implication of
controlin the Eds(eatingdisordershasledto fur-
therinvestigationinto this areain recentyears.Re-
searcher$ave generallyusedoneof two method-
ologiesin an attemptto acquire further insight
into the use of food and weight by ED suffer-
ersto establisha senseof control over someas-
pectof their lives. The first, and mostfrequently
usedmethodof collectingsuchdatais that of self-
report measuresuchasthe Locus of Control of
Behaviour Questionnaireand the self-controlin-
ventory(Lugli-Rivero & Vivas,1997). The useof
self-reportmeasuresowever hasgeneratedsuch
mixedfindings(Dalgleishetal.,2001);(Sandbeck,
2001)thatquestionshave beenasledabouttheva-

is achieved by measuringthe responsdimes and
numbersof errors madeon cateorization tasks
wherethe target-conceptand attribute dimension
combinatioraremoreor less’compatible’. For ex-
ample,giventhetamget conceptsummerandwin-
ter, andtheattribute dimensionotandcold, indi-
vidualsarelikely to performat a fasterratewhen
summerand hot are combinedthan when winter
andhotarecombinedecaus¢heformershouldbe
more strongly associatequnlessyou live in Aus-
tralia!). Thus, the more associatedhe concepts,
the easierit is to respondfesultingin fasterreac-
tion timesandlesserrorsmade.

2 The experiments

The proposedexperiments will compare three
groupsof females(AN, BN, andnormalcontrols)
on their performanceon the IAT tasks. These
groupswill bematchedor ageandgenderandse-
lectedonthebasisof clinical diagnosigfor thetwo
clinical samplespr alow scoreon the EatingAtti-

tudesTest(for thenormalcontrols;0-1, where20+
is considerecinappropriatecut-of for identifying
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peoplewith eatingpathology(Garney 1997)).
Thetarget conceptdor thefirst experimentwill
be food and friendship, and the tamget attributes
controlledanduncontrolled. Theseconceptsvere
chosenon the basisthat they are both areaswith
which issuesof control may have becomeentan-
gledfor ED sufferers.Researcheviewedheresug-
geststhat the interpersonaddomain (e.g. friend-
ship) may be an areaover which individuals with
EDs feel they have little control (Rezek& Leary
1991),whereadood is thoughtto be the only do-
mainoverwhich ED sufferersfeelthey do have (or
strive for) control. The pairingsof food with con-
trol, andfriendshipwith uncontrolledepresenthe
compatibletrials, and of food with uncontrolled,
andfriendshipwith controlledtheincompatibletri-
als. The eatingdisordergroupsareexpectedto re-
spondfasterandmalke fewer errorsthanthecontrol
grouponthecompatibletrials.
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1 Intr oduction

Within thephilosophyof mind, therearemary dif-
ferentopinionsasto how the mentalrelatesto the
physical.In this paperl will discusssomeaspects
of functionalism,one of the mostwidely held but
alsomostwidely criticisedof theseviews.

The basicideabehindfunctionalismis that the
definingfeatureof a mentalstateis the functional
role which it playsin the organismwhich hasit.
Thus,for instance a mentalstateis a pain stateif
it is suchasto causethe organismwhich hasit to
respondversiely to the stimuluswhich causedt.
This is without doubtover-simplified, but a func-
tionalistwould claim thatthereis somedescription
of this sort which captureseverythingthereis to
captureaboutpain.

A commonopposingview is thatfunctionalism
can never capturewhat pain actually feels like.
Typically, it is held thatthe precisephysicalmat-
ter of which anorganismis madedeterminesvhat
its mentalstatesfeel like. Thus,humanpainfeels
thewayit doesbecauseve aremadeof neuronsA
(hypothetical’)martians pain could never feel the
sameasahumans pain,however functionallysim-
ilar hewasto us, becauséie is madeof marti-ons
andnotneurons.

2 Multiple Realizability

Probablythe mostbasicagumentunderlyingthe
functionalistview is the agumentfrom multiple
realizability It goessomethinglike this. Imag-
ine thatyou hadcut your fingeroff. Now it seems
perfectlypossiblethatin the future we could pro-
ducean artificial replacementinger which could
respondo motorsignalsandgeneratesensorysig-
nals in a way very close to your own lost fin-
ger If the new finger waswell enoughmade(if
it respondedo movementcommandsindsensory
stimulationin the sameway as your real finger)
thenthereseemdo be goodreasono believe that
it would feel the sameasyour real finger usedto
feel, evenif it wasnot madeof fleshandneurons.

uk

Now it seemghatthelevel at which you would
needto analyze'in the sameway’ in the above
is a functional level. What role do the signals
from your brainplay in telling thefingerto move?
Whatrole do the signalsfrom your finger play in
telling your brain abouttouch,damageheat,cold
etc.? Theredoesnt seemto be ary reasonwhy
we couldnt work out thesefunctional roles, and
sowhy we couldnt build suchanartificial finger

If you're preparedo concedehatwe couldbuild
asiliconfinger(say)thatfelt roughlythe same put
not exactly the same,then you are on a slippery
slope.For surelythelevel of analysiswhichwould
tell us why the finger only felt roughly the same
wouldstill befunctional?If thefingerfelt different
thenin orderto explainwhy, we would wantto find
out exactly the (functional) situationsin which its
sighalsandresponseweredifferent.

Theabore aguments easietto accepfor some-
thing peripheralike afingerthanit is for, say your
brain. But if the agumentis correct, then why
stopat fingers?Why believe thatthereis ary part
of your nenous system,or indeedof your whole
body suchthatyouwould be ableto feel a differ-
enceif it wasreplacedby somethingfunctioning
exactly thesame”Daniel Dennetimakesthis argu-
mentrepeatedlyn (Dennett,1991).

3 The Churchlands

Paul and Patricia Churchlandhave, over more
thantwenty years,consistentlymadea clearcase
againstfunctionalism.

PatriciaChurchlandapparentlybelievesthatthe
abore agumentirom multiple realizabilityis com-
pletely discreditede.g. (Churchland,1986), (Far
ber Petermang& Churchland,2001)). However,
somehighly respectablghilosophersuchasDen-
nettcontinueto useit, andit is far from clearthat
Churchlandcherselfhasdiscreditedt.

For example(Farberet al., 2001) definesfunc-
tionalism as the “philosophical hypothesisthat
mental statesare definedby their role in a func-
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tional (usually computational)leconomyof other
suchstatesjndependenthof their physicalinstan-
tiations” and goeson to concludethat the “func-
tionalist... hypothesiss simply incompatiblewith
thedata”.

Thetext in bracletsin the first quoteis impor
tant,becausalmostall of the Churchlandsdirect
argumentsagainsfunctionalismareactuallyargu-
mentsagainstthe hypothesisthat the mechanism
of humancognitioncanbe analyzedasa composi-
tional symbolsystem.| acceptargumentsagainst
the symbolsystemhypothesisbut | do notbelieve
that this tells us arnything aboutfunctionalism. A
commitmento theideathatall thereis to sayabout
painis its functionalrole, is completelyindepen-
dentof acommitmento theclaimthatthingsplay-
ing sucha role needto combineand interactas
computationasymbolsdo. At times(e.g.(Church-
land, 1986), p.358) the Churchlandsseemto ac-
ceptthis point. Neverthelessthey thencontinueto
treatfunctionalismasidenticalto the symbolsys-
temtheoryof mind, andthusasdiscredited.

4 To ReduceOr Not To Reduce

A common position, held especially amongst
neuroscientistsand amongst philosophersbas-
ing their ideason this work, is that the mental
shouldbe fully reducibleto the physical(Crick &
Koch, 1990); (Churchland& Churchland,1990);
(Churchland,1996); (Farberet al., 2001). Ex-
amples,from other fields, of the kind of physi-
cal reductionthesepeople are talking aboutin-
clude the explanationof the macroscopigroper
tiesof gasesn termsof the microscopidoehaiour
of molecules,or the explanationof biological in-
heritancen termsof genegwhich arethemseles
explainedin termsof biochemistrywhich is itself
explainedin termsof physics).

It is often assumedhat functionalismis com-
pletely opposedo this reductionistposition. The
Churchlands,as usual, provide a very clear ex-
pressionof this anti-functionalistpoint of view
(Churchland1986),ch.7; (Churchland& Church-
land, 1990); (Churchland,1996). | have no space
hereto go into details,but | wish to contendelse-
wherethat the type of reductionthat the Church-
landsoutlineis in facta reductionmanqu, with-
outtheexplanatoryforce of areductionwhichem-
bracegshatthe ideathatall physicaldescriptionis
intrinsically functional. (Otherauthorswho have
previously amgued similarly include (Richardson,
1979)and(Sober 1992).)

5 Conclusion

| have outlined one of the key argumentsfor
functionalism, and touchedon just a few of the
key points madeagainstit in one of the clearest
and most sustainedattacks;that madeover some
twentyyearsby Paul andPatriciaChurchland.

The only point | have beenable to expressin
ary detail here,in a short paperwhich also out-
linesthe functionalistposition,is thatthe Church-
landspersisin treatingfunctionalismper seasdis-
creditedwhenadetailedexaminationof theiramgu-
mentsshavs thatthey themselesaccepthatthey
have only discreditedhe symbolsystemtheoryof
mind.

| have alsotouchedon the point, which | hope
to be ableto expandon in muchmoredetail else-
where,that| believe that despitethe Churchlands
considerablecontrilution to the debateon the na-
ture of scientificreductionthey have in factfailed
to capturethe true natureof reduction,and thus
failed to realisethat a functionalistdescriptionof
the mentalis indeedfully compatiblewith scien-
tific reductionism.
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1 Intr oduction

If avisualstimulushaspreviously beenseensub-
sequentecognitionis faster This phenomenoiis
known as repetitionpriming. Repetitionpriming
has beenusedin the three experimentsreported
hereto investigatehemisphericspecialisationsn
facerecognition. It is widely known andaccepted
that the right hemisphere(RH) is the dominant
hemispherdor processingand recognisingfaces.
Althoughtheleft hemispheréLH) is seerasdomi-
nantfor otherfunctions,suchaslanguagdunction,
evidencefrom normalandclinical populationshas
suggestedhatthe LH is alsoinvolvedin facepro-
cessingand recognition. My DPhil hasinvesti-
gatedthe distinct contritution of eachhemisphere
to facerecognition. It hasexaminedthe possibil-
ity thatthe RH is specialisedn processingglobal
or configuralfacial information, whereasthe LH
is specialisedin processingfeatural facial infor-
mation. Thesespecialisationdave beeninvesti-
gatedusingvariousmanipulationsof facial infor-
mation. For example, blurring a face, which re-
ducesfeaturalinformationwhilst leaving configu-
ral informationintact, disruptsLH processingout
not RH processing.Inversely presentinghe dis-
jointed featuresof a face, which disruptsthe fa-
cial configurationwhilst leaving the featuralin-
formationintact, disruptsRH processingbut not
LH. The RH dominancefor facerecognitionand
theindependentontritution of eachhemispher¢o
facerecognitionwas investigatedusing repetition
priming. In theseexperimentsfaceswereinitially
presentedunilaterallyin eachvisualfield. Partic-
ipants had to make a familiarity decision. The
samefaceswere then presentedagainbilaterally
Recognitionof thesefaceswas usedto examine
the specifiedhemisphericspecialisations.In the
first experimentfacesnitially presentedo the RH
significantlyfacilitatedsubsequentecognition.In
contrastthoseinitially presentedo the LH caused
no priming effect andwererecognisedo quicker
thanunprimedfaces.Thisfinding supportshe RH

specialisatiorfor facerecognition. In the second
experimentunmanipulatecdindblurredfaceswere
initially presentedo eachhemisphere.The same
faceswerethenpresentedgain,bilaterallyandall
unmanipulated.The third experimentwas identi-
cal, but presentedlisjointedfacial featuresrather
thanblurredfaces. Experimenttwo supportedhe
suggestiorthat the LH is specialisedn process-
ing featuralinformationasblurredfacespresented
to the LH did not causepriming, presumablyas
the LHs mainsourceof informationwasdegraded.
Blurred andunmanipulatedacespresentedo the
RH causedsimilar priming effects. Resultsof ex-
perimentthreewere comparablewith the manip-
ulation reducingthe priming effect of disjointed
featurespresentedo the RH, but not to the LH.
The findings of thesethree experimentsreplicate
the findings of the earlier experimentsin my the-
sis, but usinga differentexperimentalparadigmof
repetition priming. They suggestthat the RH is
dominantfor facerecognitionand specialisedn
processingconfiguralfacial information, whereas
the LH hasa secondanput importantrole in face
recognitionprocessindeaturalfacialinformation.
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Correlationbetweerafferentspike trainsof neu-
ronsin the brainhave beenobseredin theactvity
of neurondn-vivo andin-vitro. Thisis dueto the
highly corvergent/dvergert natureof the connec-
tivity of the cortex, commoninput and recurrent
connectiity. This structurealsoleadsto overlap
in the receptve fields. Synchroy andconcerted
oscillationsbetweenndividual spike trainscanbe
viewedastwo subgroup®f correlation,n boththe
actvity is temporallycorrelated. Whentwo neu-
rons are correlatedin actwvity, then the firing of
the neuronis not independentif one neuronfires
thenthereis anincreasedikelihoodthenthat the
otherwill fire. Whatis the significanceof corre-
lation? Doesit play a role or is it just an effect
of the high degreeof connectrity? After all cor
relationin the actwity could reflectnothingmore
thanthe connectity andreceptve field overlap.
Therea numberof results(Salinas& Sejnavski,
2001),(Salinas& Sejnavski, 2002)boththeoreti-
cally andexperimentallythatsuggesarolefor cor

relations,togetherwith a numberof speculations.

It hasbeensuggestedhat correlationsmay have
a role regulating Spike- Timing Dependentlas-
ticity (STDP). Correlationsbetweenspikes could
be usedfor information processing. It hasbeen
proposedhat correlationsgatethe flow of neural
information. Correlationsmay actas switch turn-
ing on andoff transmission.Synchronouspikes
to a neuronhave beenfound to evoke a stronger
responsdrom the neuronthanindependenspike
trains. This hasbeendemonstratedheoretically
correlatedinput to a neuronhas beenshowvn to
impact the responseof the postsynapticneuron,
dependentupon the balanceof excitatory to in-
hibitory inputsto the neuron. Correlatedfluctua-
tionsto a balancedheuronincreasethe likelihood
of firing of the postsynaptimeuron. Correlations
alsoaffect the variability in the outputtrain, pro-
ducinganincreasdn the variability. Correlations
have beensuggestedo accountfor the obsered
variability in theoutputspike trains. Spike trainsin
awake animalshave beenfoundto be highly vari-

able, however spike generatingmechanismsare
highly reliable. The CV(ISI) of thetypical cortical
neuronis closeto 1, however this numbershould
bemuchlower for anintegratorthataddsup small
contrilutionsin orderto fire (thisis howeverin the
absenceof inhibition). With inhibition the num-
beris increasedthoughstill lower thanrecorded
data.Severallinesof evidencehave pointedto cor
relationsas a sourceof the missingvariability in
the obsered output spike train (Feng& Brown,
2000). Perhapscorrelationscan be viewed as a
further coding dimensionfor internal representa
tion, additionalto variationsin firing rate. As
such,correlationsbe controlledindependenof fir-
ing rate(deCharms1995). Correlationshave been
found to signalthe presenceof a changein stim-
ulus without sustainedchangesn firing rate. If
correlationscan changewithout a changein fir-
ing ratethis couldreflectachangdn internalstate,
with perhapsdifferent correlationpatternsreflect
differentinternal states. Suchindependenmodu-
lations have beensuggestedo be usedfor object
representationCorrelationhasbeenfoundto co-
vary with expectation,attentionand responsda-
tengy, all processethat affect the transitof infor-
mation, but not the meaning.Correlationhasalso
beenfoundto be strongerwhen, for example,the
sensorydiscriminationtaskis moredifficult. The
degreeof interplay betweerfiring rate and corre-
lation is largely unknawvn, will changesn corre-
lation make a differenceif it is coupledwith a
large changein input firing? The cortical micro-
circuit canbe analysedn two dimensionsjnten-
sity (in termsof meanfiring rates)andcoherence
acrossneurons(in termsof synchroy andcross-
correlation).Thereis strongevidencethatcorrela-
tionsareimportantdynamicalfeaturesof a micro-
circuit. Cansuchcorrelationin neuralcircuits be
controlledby othercircuitsto performusefuloper
ations? The correlationstructureof a neuralpop-
ulation may changedynamically and determine
response®f the downstreamtargets. There are
two mainquestionghatremainunsohed: whether
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correlationshave a specificfunctionrole (suchas
encodingstimulusfeatures gating of information
or participatein all functionsas firing ratesdo),

and whethercorrelationscan be controlledinde-
pendentlyof firing rates?A groupof neuronsmay
changeanothergroup by changingthe firing rates
or the local correlations put arethesechangesn-

dependendf eachother aframework is needed.

References

deCharms,R. C. (1995). Information coding
in the cortex by independenbr coordinated
populations.In Proceedingf the national
academyof science USA.

Feng,J.,& Brown, D. (2000).Impactof correlated
inputson the outputof theintegrate-and-fire
model. 12, 671-692.

SalinasE., & Sejnavski, T. J. (2001). Correlated
neuronalactivity andthe flow of neuralin-
formation. Nature Reviews Neuoscience?2,
539-550.

Salinas, E., & Sejnavski, T. J. (2002).
Integrate-and-fireneuronsdriven by corre-
latedstochastiénput. 14, 2111-2155.

20



eHABITATS: Context and Affectivity in Computer
Mediated Communication

Diane Brewster

dianeb@cogs.susx.ac.

Schoolof Cognitive and Computing Sciences

1 Intr oduction

In Decembe001the UK PrimeMinister andthe
Secretaryof Statefor Educationannounced 50
million packageof funding for "curriculum on-
line”. The conceptof e-learninghasbecomeas
centralfor schoolsand highereducationasit had
becomdor commerceafew yearsearlier

The promiseof relatvely cheap,fast delivery
of information and teachingresourcesis being
held up as an ideal to be worked towards. On
the other hand the dream does not seemto be
being easily attained. A recentarticle in the
newsletter from the Southampton Education
Authority statesthat “Electronic learning is to
educationas electroniccommerces to economic
actvity: a disappointmentin its current state
of development...” and continues”...of the
$2.7 billion investedin e-learningin 2000, an
inordinatesum is gone. Most of the e-learning
companiesfoundedin the last three years have
failed. In particular the attemptto usethe Internet
to reform Americaneducationfrom kindegarten
through 12th gradehasbeenruinously expensve
and fruitless! (http://www.southampton.
gov.uk/education/education_services/
classroom_of_the_future/elearning.htm).

A recentethnographistudyin aUK highschool
(Brewster 2002) hasfurther confirmedthe results
of wider studiesthroughoutthe world thatthe ac-
tual take-up of technologyin e-learninghasfailed
to capturegheimaginationof teachersin thewords
of Larry Cuban(Cuban,2001),computersn class-
roomsarelargely “oversoldandunderused”.The
respons®f governmentgo this lack of enthusiasm
hasbeento setmoretamgetsandincreasehebudget
for trainingteachersn the useof technology

Computer Mediated Communication, in the
form of ComputerSupportedCollaboratve Learn-
ing (CSCL),is away of engenderingpeercollab-
oration and teachersupportthrough online con-
ferencingsystems. It might be expectedthat this
useof new technologyto facilitateongoingdiscus-

uk

sionandstudentsupportoutsideof the classroom,
would have beentaken up with someenthusiasm
by at leasta substantiaminority of teachers.This
doesnot appeatto bethe caseout of a staf of 44
at the schoolin question,only four had ary per
sonalexperienceof online groups- and none of
themhadexperiencedts usewithin aneducational
contet. Thisfindingsupportghatof thewidersur
veys citedabove

In contrasto thisthe university sectorhasbegun
to embracehe useof technologyfor online deliv-
ery of coursematerialsand studentsupport,with
systemssuchas WebCtwww.webct . com gaining
ground,with its sellersmakinggreatclaimsfor its
ability to “Transformthe educationakxperience”
but hereagaintheuseof CSCLis notthenorm.

One exceptionto this is the UK’s Open Uni-
versity which, asa distance-learningrganisation,
has pioneeredthe use of CSCL software. First
thiswasusinga systemcalledCoSY andmorere-
cently Centrinity’s FirstClass conferencingsys-
tem. CoSywasatext-only systemaccessedia an
offline readercalledWigwam,while limited to text
it did offer excellentthreading. FirstClass onthe
other hand hasa poor threadingsystembut pro-
vides opportunitiesfor e-mail, file exchangeand
sharingandreal time chat, as well asthe online
asynchronougonferencing. The (passvwerd pro-
tected) network is now also available through a
browserinterface,which is much slower thanthe
FirstClass software but offers mostof the same
functions.

Exploring the varioussystemprovidersleadsto
theconclusionthatthey areoffering very muchthe
samemodelwith similar functionality Somefa-
cility for file exchangeandlive chat(and/ or in-
stantmessaging)with a“conferencingacility” for
asynchronousorversation. Being web basechas
theadwantageof notneedingbespok software,but
the major disadwantageof beingslow, particularly
onadial up connection Any userselection’ action
requiresthe browserto refreshor changethe cur
rent page- or opena nev one,all of which takes
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time and addsto userfrustration. The users at-

temptto communicatewith others/ collaborateis

frustratedby the tool being usedratherthan fa-

cilitated by it - andyet thereare mary examples
of usersperseering with frustratingsoftware and
interfacesin orderto “get backinto” an existing

virtual community it seemghatoncethegroupis

functioning well the sociability benefitswill out-

weighusability difficulties.

Theinterestingquestion however, is whatdoes
this procesf groupformationneedin orderfor it
to happersuccessfully?

Highly motivatedindividuals, suchas distance
learning studentsneedinghelp, or fansof a TV
shawv looking for information, are probablywill-
ing to overcomeusabilityproblemsandputupwith
lessthan perfectinterfacesbecauseof their high
motivationandengagemenwith their subject.But
what aboutthosepeople,for exampleschoolstu-
dentsfor whomCSCLis beingsuggestedsatool
to enableor indeedcreatethat motivation anden-
gagement?

Do participantan CSCL groupsperceve them-
selvesto be in somekind of virtual “space”? If
sowhatkind of spaceis it? Whatkinds of visual
cluesshouldwe be giving to usersaboutthe func-
tion of the spaceto be usedandwhat constitutes
appropriatebehaiour within it? Whenwe walk
into ary realroomwe have someideaof its func-
tion becausef its designandcontentsacoffeebar
would notbemistalenfor aclassroom yetwe of-
tenusethe samevirtual layout for spacesisedfor
very diversefunctions. With the adwent of newer,
moremobile,devicessuchasPDAs andTabletPCs
we have the addedissueof “work / study” being
donein areasvhich have traditionallybeenseenin
“leisure” terms- suchasin front of the TV orin the
openair. We needto find an underpinningframe-
work / pedagogyhatwill supportthedevelopment
of CSCLacrosghesediversetechnologies.
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1 Intr oduction

Commitment escalation, or investing more re-
sourcesinto an originally poor choice, is a be-
haviour familiar to mostpeople.For example,the
rule of thumb,"when in trouble, double”is com-
mon amongUK stock-traders.The phenomenon
has also beendemonstratecempirically  (Staw,
1976) found that individuals committed greater
amountsof moneg to a failing investmentwhen
they, themseles, were personallyresponsibleor
theoriginal poorchoice.Suchwork pointstowards
previous losses(sunk costs), not becomingpsy-
chologically sunk but, continuingto motivate fu-
ture decisions.The sunkcosteffect ("The greater
tendeng to continuewith an endeaour once a
prior investmenbf time, mone or effort hasbeen
mad€, (Arkes & Blumer, 1985), p.124)hasalso
beenshavn in both behaioural andfinancial sit-
uations. For example, Arkes and Blumer found
that customerspaying full price for theatresea-
sonticketsattendedsignificantlymoreplays,over
a 6-monthperiod, thanthosesubscribingat a dis-
countedrate. Similarly, they found that partici-
pantswere more likely to invest $1 million dol-
lars in an economicallyunsoundprojectto build
a"radar blank” planeif they hadalreadyinvested
$9 million in the sameproject. Thatis, finish-
ing the projectsothatpreviousinvestmentvasnot
"wasted”. Indeed,the authorsarguethat all such
behaiours are basedon "the desirenot to appear
wasteful”.

It canbe aguedthat a self-justificationmotive
promptsboth the sunkcostandescalatioreffects.
In the caseof escalationindividuals are said to
commit more fundsto an original poor choicein
the hopeof "turning the situationaround”. By do-
ing so they hopeto prove the ultimate rationality
of the original decision. In the caseof sunkcosts
individualsare saidto self justify by avoiding the
appearancef wastefulness.

In all the works cited thus far the ways for
individuals to self-justify have beenseverely re-

stricted. In almostall experimentsto datepartic-

ipantshave beenpresentedvith purely economic
decisions. However, if self-justificationdoeslie

behindthe sunk cost and escalationeffects then,
peopleshould be willing to self-justify in other
ways. The subjectve rating of facial attractve-

nessis highly consistentbetweenindividuals e.qg.

(Hansell, Sparacino,& Rondi, 1982); (Dongieux
& Sassounil980).Theseratings,however, arenot

absolute. Individual judgmentscan be influenced
by avariety of factorsincluding contet, radiation,
labelling,mood,ageandfamiliarity. Thispaperex-

aminedwhetherattractvenesgatingsarealsoin-

fluencedby sunkcosts.Theimpactof sunkcoston

socialandperceptuajudgmentsvasrecorded.74

femaleparticipantsaged18-30years(mean22.5,
S.D. 3.4) took partin a computer simulatedblind

date. The computersimulation necessitateghar

ticipantsto investeithera negligible, moderateor

high amountof time, mone/ andeffort in getting
to seetheir date. It washypothesizedhat partici-

pantswould increasébothratingsof attractveness
and estimatedikelihoodsof date continuanceas
sunkcostsrose. Both hypothesesvere supported
(rating of attractvenesqp=0.01)andlikelihoodof

datecontinuancdp=0.02)). This wasthefirst em-

pirical studyto find both a socialperceptualnflu-

enceof sunkcost.
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1 Intr oduction

Ten years ago, Scaletti and Craig, (Scaletti &
Craig, 1991) amguedthat properly designedaudi-
tory displayscouldpotentiallyincreasgheamount
of datathat a humancan simultaneouslyprocess
beyond thatachierable with traditionalvisual dis-
plays. The potentialfor datasonificationsis now
being explored by a multidisciplinary community
of researcherqpsycho-acousticies, composers,
computerscientistsdigital synthesispecialists)n
avariety of contets (assistve technologiespeda-
gogicalaids,HCI, scientificvisualisationsetc). A
substantiabmountof researchis neededn areas
suchasauditoryattention,multi-modalperception
and data-soundnappingtechniquesheforea the-
ory driven approachto sonificationcan be devel-
oped. However, the existing body of researchn
auditory perceptionnot only supportsthe poten-
tial of sonificationasa dataanalysisgechniquehut
revealsparticularcharacteristicef audiothatpro-
mote consideratiorof situationsin which its use
may be particularlyadwantageous.

2 Motivation

One olvious advantageof auditory presentation
is that unlike visual stimuli, thereis no require-
mentfor specificuserorientationor attentionalfo-
cus. This makes auditory displayideal for moni-
toring abnormalitiesn backgroundorocessesand
suggestghe possibility of parallel listening - en-
abling the monitoring and processingof multiple
datasetssimultaneouslyTheliteratureaddressing
comple, dynamicauditorypatternsn speechand
music (Bregman, 1990); (MacAdams& Bigand,
1993)revealsbasicfeaturesof auditoryperception
suchassensitvity to temporalcharacteristicand
facilitation of detectionof small changesn fre-
queng of continuoussignals. This suggestghat
audiorepresentationsiay be particularlyusefulin
comprehendin@astchangingor transientata,dis-
criminatingbetweerperiodicandaperiodicevents,
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andmonitoringcomplex temporaldata,or dataem-

beddedn othermorestatic signalswhich may be

too noisyto detectin a visualrepresentationThe

factthatsalientmusicalpatternscanberecognized
andrecalledevenwhensubjectto radicaltransfor

mationsenablesthe perceptionof relational pat-

ternsthat are more difficult to perceve in raw or

graphicallypresentediata.

3 Application in Adaptive Systems Re-
search

Many of thesecharacteristicsuggesthatsonifica-
tion may be particularly usefulin comprehending
high-dimensionatomplex dynamicsystemssuch
asthosedeplo/edin artificial life andadaptve sys-
temsresearch.Studiesare currently undervay to
examinethe comparatie efficacy of auditoryand
visual displaysin users’ability to classify certain
gualitatve cellularautomatg CA) states.Thefinal
statesof thesediscretedynamicdeterministicsys-
temsfall into one of threeclasses:ordered(point
or limit cycles), random,or comple (Wuensche,
1997).1t is felt thatclassificatiorof thesedynamic
patternamay beamenabléo auditoryanalysis.

The outputsof the one-dimensiondbinary CAs
are representedn audio by taking the states(on
or off) of individual cells to drive the production
of tones(play or rest): the dynamicgraphicalpat-
ternsaretransformednto rhythmicpatternsin ad-
dition, statisticsdescribingthe frequeng distribu-
tions of the specific productionrules are usedto
definethe pitch. Four successie statesareplayed
simultaneouslythusthe currentstateis alwaysac-
companiedby the 3 previous states,providing a
contet similar to thatof 2 dimensionalisual dis-
plays.

Initial work confirmsthat orderedstatescanbe
recognisedrom therhythmicrepresentatioalone.
Although accurag rates of pure audio displays
arenot yet available, early work suggestshat for
patternrecognitiontasks, a considerablysmaller
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ameuntof information needbe presentedor ac-
curateclassification.

Althoughpromisingthecurrentimplementation
is not consideredo surpass visual displayin ef-
ficagy in this context. Futurework aimsto de-
velop more sophisticatednappingsthat capitalise
on specialfeaturesof auditory perceptionfor ex-
amplemethodsof transformingthe dataare being
exploredsuchthataperiodicitiesappeasmasinterau-
ral discrepancies.
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1 Intr oduction

Distributed Denial Of Service(DDOS) s a fairly
recentphenomenoralthoughthe ideasbehindit
are nothingnen. Denial Of Servicemeans:“An
explicit attemptby an attacler to prevent legiti-
mateusersfrom usingaservice”.DDOSis aDOS
wherethe attaclersaredistributedworld wide and
all tamgeta particularservice. DDOS attackshave
becomea real problemin thelast4 yearswith at-
tacksagainstrahoo,EBay GRC,UK andUS gov-
ernmentwebsitesand CNN; eachattacklastingas
longasaweek!

The aretwo maintypesof Denial Of Servicein
generakheseare:

e Floodingthe Network Bandwidth

e Stanationof a SenersResources

Sener resourcesvhich include: memory; cpu
time; disk space;running programs;amongoth-
ersarethe serviceswhich attaclersattemptto ex-
haust. Network bandwidthis simply anotherre-
sourcewhich canbe the target of an attack. This
papemwill focuson DDOS attacksagainstnetwork
bandwidth.

DDOS attacks may be focusedat a number
of different levels: At a homePC user a large
dot.comcompary or maybeevenanentirelSP. Be-
causeof thesevarying levels of granularitythere
have beenalot of differentarchitectureandmech-
anismsdesignedo try to combatsuchattacks.

The next sectionwill describethe DDOS tools
which arein use. Sectionthreewill thendiscuss
somerecentresearclin theareaof stoppingDDOS
andthefinal sectionwill concludethe paper

2 How to acheve DDOS

Most DDOS attackswork by “flooding” the band-
width of the tamget. This meansthey sendmore
datato the tamget thanthe target can handle,thus
renderinghetargetunableto receve requestérom
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legitimateclients. Figure2 shavs the generaidea
of DDOS attack.

Figurel:

Many toolsexist for automatingsuchattacksn-
cluding Shaft (Dittrich, Long, & Dittrich, 2002),
Trinoo (Dittrich, 1999b)andStacheldraf{Dittrich,
1999a).Eachtool is similar andprovidesthe gen-
eralframeavork above, the only realdifferencede-
tweenthetoolsarethevaryingusageof encryption
andthe useof differenttypesof pacletflood.

A typical DDOS attackfollows the cycle shovn
if Figure2. This setof eventscanbe madeto hap-
pen automaticallyusing virusesand worms such
ascodered (team,2003),it canalsohappersemi-
automatically; whereby an attacler has a script
which performsthetasksautomaticallyfinally this
canbeacheved manuallyalthoughthisis rare.
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Figure2:

Therearea numberof stagesat which we could
stop peoplelaunchingDDOS attacks. The first
is the exploitation stage, the attacler must first
acquirea numberof “zombie” machines;If all
machineson the Internetwere secureso people
couldnt hackthem,zombiescouldnt be installed
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andnobodycouldlaunchDDOS attacks.The sec-
ondstagds theidentificationof controltraffic gen-
eratedwhenthe attacler is talking to the zombies.
Thefinal stageis whenthe attackis actually hap-
pening.

3 Current Reseach

Therehasbeenalot of researchn the areaof con-
gestioncontrolin networkssuchasRED andCBQ.
None of thesehowever apply directly to the prob-
lem of DDOS hut are nonethelessiseful. Some
researchinto the use of adwancedroutersis be-
ing conductedn (loannidis& Bellovin, 2002)and
(Gil & Poletto,2001); theseusealgorithmsin an
attemptto identify the attaclers and passthis in-
formation to more upstreamrouters. One major
problemin a DDOS attackis that the sourcead-
dressof the attacler or the zombiescanbeforged;
this is known as spoofing. Many people have
beenworking on anti-spoofingtechnologiessuch
as probabalisticpaclet marking, icmp traceback
messagesand other router level protocols. More
recently peoplehave begun thinking aboutusing
peerto peeroverlay networks suchas RON (An-
dersen2001),SOS(Keromytis,Misra, & Ruben-
stein, 2002) and MayDay(Andersen2003). This
kind of network is alayerabore thenormal TCP/IP
layer; This provides us with a numberof adwan-
tagesover standardouting: moreaccuratametrics
meanfasterroutes;if onenodein the overlay net-
work is lost throughDOS or otherwisethe others
canstill provide therouteto thesener.

4 Concluding Remarks

The paperhasexaminedthe recentthreatof Dis-
tributedDenial Of Serviceattackgpromptedoy the
risein incidentsover the pastfew years. We have
examinedthe tools the peopleareusing,and how
theattaclersareableto usethesetools. Finally we
presensomeongoingresearctareadn thisarea.
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1 Intr oduction

Evolution actsincrementallyand compositionally
to constructsystemsconsistingof hierarchicalau-
tonomousprimitives (HAPs). The existence of

HAPs has been eluded to in Simons “nearly-

decomposablsystems”,in work on the evolution

of modularity and in recentwork subsumedun-

der the term “dynamical hierarchies”. Degener

agy, canalization,and biological compleity ex-

ist as a consequenc®f the existenceof HAPSs.
HAPs can be utilized to help solve the compet-
ing corventions problem so facilitating effective

recombination. HAPs underliethe massve onto-
genicre-oiganizabilityseenn nenoussystemsijn

genomeshemseles,andindeedin ary biological

systemandso confersontogenicrobustnesavhich

facilitatesincreasedevolvability. Evolutionaryap-
proacheso neuralnetwork designhave notutilized

HAPs,andmy researctseekgo demonstraté¢heir

existence.

2 Reseach

Metaphorsare essentialand misleading. Genet-
ics hasbeenhighly influencedby culinary andar-
chitecturalmetaphors;genesare the “recipes” or
“pblueprints” for things. This immediatelyimplies
anendpoint,i.e. acake or a building, which hav-
ing beenconstructegoresumablywe eithereat,or
live in. Thisis nice, but it bareslittle relationto
thetruth. Ratherwe claimthatwhatis produceds
a hierarchy-of-sociés of living primitives. The
hierarchyof primitivesis shovn in figure 1 and
consistof arecursve Russiardoll arrangemenof
boxes.

However, unlike the Russiandoll, each box
(primitive) containsfour smallerboxes, and each
of thesesmaller boxes consistsof four smaller
boxesandso on adinfinitum. The bi- directional
arrons represeninteractionsbetweenprimitives.
Thereis incompleteconnectiity, constrainedoy
two principles; only adjacentboxes of the same
size interactdirectly One representatiorthis di-
agramcan sustainis as follows. Let the small-
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Each box represents an Autonomous Primative. Arrows represent interactions between
primatives within a level (i.e. between boxes of the same size).

Figure1: A Diagram Shawving Hierarchical Au-
tonomousPrimitives

est box size be the genotype. Constrainednter
actions(representetiereasadjaceng constraints)
atthelevel of the genegesultsin the formationof
aminoacids.Let theaminoacidsbetheboxesone
size larger than the geneboxes. Constrainedn-
teractionsbetweenamino acids produceproteins.
Let the box one size larger than the amino acid
boxesrepresenproteins.Constrainednteractions
betweendifferent proteinsresult in increasingly
polymerizedand complex assembliesg.g. mi-
crotuhules, actin-myosinchains,and sub-cellular
compartments. Let us assumesereral levels of
organizationwherebyincreasingordersof object
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areproduceduntil eventuallywe reacha cell, and
so let the box onessizelarger than proteinsrepre-
sentcells. Constrainednteractionsbetweencells
of similar type producetissuesandso let the box

onesizelargerthanthe cell representissuessim-

ilarly tissuesorm organs,andorgansform organ-
isms,organismgorm groupsof similar organisms,
and multiple groupsof different organismsform

ecosystems. At eachlevel there exist particular
characteristicpatternsof interactvity. This dia-

gram gives a flavour of hierarchybut it doesnot
corvay the proposedautonomyof the primitives.
By autonomywe meanthat eachprimitive canbe
treatedasanagentervisagedasattemptingto sat-
isfy somecostfunction,i.e. undertakingsomegoal
directedbehaiour, onthebasisof avaluefunction,
i.e. asetof “rules” governingbehaiour *.

An operationaldefinition of autonomyis given
in Figure2. Quitesimply, it makessenseo define
somethingas autonomousf we can gain insight
into its behaiour by treatingit like an agentthat
makes“decisions”for itself. We startby shaving
how watermoleculesprovide a moot, but critical,
exampleof autonomousgents.

AGENT ENVIRONMENT

M Effects on Envirgnment

N State Variables

onmental Ipfluences.

An autonomous agent is defined as one which seeks some goal. The greater the

number of perturbations it is able to overcome to achieve that goal the more autonomous
it is. Consider the above coupled dynamical system. If we treat the agent as an
autonomous dynamical system (in the technical sense), then the greater the number of
parameters we are able to alter in that agent whilst not affecting the achievement of the
agents' goal, the more autonomy we say that the agent possess. There are several
mechanisms whereby an agent could achieve such autonomy. One method is to increase
the number of state variables within itself. The greater the amount of internal
re-organisation, plasticity, or self-organising ontogenetic potential, the larger is the number
of environmental perturbations that can be compensated for. This is effectively Ashby's
"Law of Requisite Variety."

Figure2: An OperationaDefinition of Autonomy

Further information can be found on www.
chrisantha.com.

IThetermrules” is not usedto meana discretelyrepre-
sentedsetof /0 mappings,but to be a continuousdynami-
cal systemwhich defineghebehaiour of thatprimitive when
coupledto aparticularervironment.Thehierarchicabrrange-
mentmaybeseeraseffectively constraininghenatureof this
ervironmentsuchthat primitivestendto be mostinfluenced
by adjacentprimitivesof the sametype, andonly slightly in-
fluenced(i.e. be affectedby only a smallnumberof parame-
ters)from primitivesof differentlayers.
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1 Intr oduction

The field of Human Computerinteractionis ex-
panding,now trying to createtechnologieshatare
notonly moreusable put thatarea pleasureo use
too. EmotionCubess asystenthatusesatangible
interfaceto explore someof the issuesconcerned
with developingapleasurableiserexperienceawith
interactve technology In particularit wasusedto
explorehow theamountof controlusershave over
their experienceeffectshow muchthey enjoy it.

2 A pleasurableuserexperience

Thereareanumberof views ontheamountof con-
trol peopleshouldhave in orderto securean en-
joyableexperience.The theoryof flow stateshat
optimal experienceoccursmost frequently when
peoplefeel they have control over their actions
(Csikszentmihalyi1997). Laurel alsoarguesthat
to have a pleasurablexperiencewith interactve
technologythe usermustbe ableto inputinto the
systemfrequently have a large rangeof choices
opento themat thesetimesandthatthesechoices
shouldhave an impacton the outcomeof the in-
teraction(Laurel,1986);(Laurel,1991). Themore
control thenthey have over their experience,the
moreenjoyableit will be. However, it is alsosug-
gestedhatwe areinterestedn whatis novel, sur
prising or uncertainin our ervironment,thatthese
situationgraiseour arousalreadinesso react)lev-
els and that transitory jumps in arousalcan be
pleasan{Berlyne,1960). (Gaver & Beaver, 2003)
talk abouthow ambiguityin a systemcanenhance
userexperience. Similarly InferenceMachine,a
pieceof interactve art, deliberatelyonly allowed
peopleto influence rather than control the sys-
tem so they could derive pleasurefrom reflecting
uponthequestionst raised(Sengers: Liesendahl,
2002). This body of researctsuggestshatthe un-
expectedresultsobtainedby reducingthe amount
of directcontrol peoplehave over their experience
could also lead to greaterenjoyment. Emotion
Cubesvariedthe amountof control peoplehadto
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seeif ary of theabove findingsweresupported.

3 Emotion Cubes

The 2 emotion cubes are approximately 10cm
cubedwith embeddedagswhich allows their ori-

entationto be read. One has6 different colours
on its facesandthe otherhas6 differenttextures.
Whenboththe cubesareplacedon thetagreader
an animationand soundis played on a screen.
Thereweretwo differentconditions. In one con-
dition the combinationof upperfacesof the cubes
controlsthe animationplayed, providing the user
quitedirectandhigh levels of control. In the other
condition,a randomcolour valueis assignecach
time the colour cube is replacedand a random
texture assignedeachtime the texture cubeis re-

placed. The animationassociatedvith this com-
bination is then played on the screen. This re-

ducesthe amountof control the cubesgive over

the animations. Participantswere assigneceither
to the higheror lower control conditionandasled

to play with the emotioncubesthinking aboutthe
kind of emotionssuggestedo themby the anima-
tions. They filled in aquestionnair@bouttheir ex-

perienceanddiscussedheirviews aboutit afterthe
session.

4 Analysisin Progress

Obsenration throughoutthe trial and a brief look
atthe questionnaireesultssuggesthatpeopledid
not find the higher control conditionary moreor
lessenjoyablethanthelower controlconditionand
did notfind thelower controlconditionmorefrus-
tratingor, contraryto predictionsmoresurprising.
They alsodid not ratethemselesashaving more
control over the animationsin the higher control
condition than the lower control condition. Al-
thoughtheredid not seemto be ary link between
hox muchcontrolpeopleratedthemselesashav-
ing in the lower control conditionand how much
they said they enjoyed the experience,the more
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control peoplefelt they hadin the highercontrol Laurel,B. (1991). In Computes astheate. Read-

condition,the morethey saidthey enjoyedthe ex-
perience.Thesefindingsseemto supportthe view
of LaurelandCsikzentmihalyithata greatersense
of control leadsto more enjoyment when direct
controlis offered. However, they alsosuggesthat
whenthe aim of the experienceis not to provide
directcontrol,therelationshipgbetweercontroland
enjoymentis not so clearly defined.Peoplegener
ally saidthey enjoyed usingthe tangibleinterface
or madeno commentaboutit atall. A morede-
tailed look at the dataincluding the videofootage
is required.

5 Conclusion

Initial obserationshighlightanumberof problems
with the describedset up to investigatethe com-
plex issuednvolvedwhencreatingpleasurablex-
periencesOn furtherexaminationof theliterature
it becomeglearthatwhatconstitutesa pleasurable
or desirablexperiencadependsargely onthekind
of task being carried out, individual differences,
andmary otherfactorsnot consideredn the Emo-
tion Cubesdesign. Thereis alsoa possibility that
the lower control conditionis not suficiently dif-
ferentfrom thedirectconditionor well constructed
enoughto createhigherlevels of novelty, surpris-
ingnessor ambiguityandthatthesevaluesarehard
for peopleto rateona5 pointscale.Equallyhardto
rateon suchascalewastheamountof controlpeo-
ple consideredhemselesashaving with the com-
mentsthey madeclearly indicatingdifferentcrite-
ria wereused. A numberof usefullessonshave
beenlearnedfrom this experimentanda different,
more directedapproachmay be more appropriate
to investigatetheissuesaisedfurther
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Exploring the neural code
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1 Intr oduction

Thebrainis commonlyaccepte@sbeingtheplace
whereour cognitive processesccur andwithin it
theneuronsarecommonlyconsideredisplayinga
centralpartin thoseprocessesThereis anincred-
ibly big numberof neuronsin a humanbrain: 20
billions, andthey communicatehroughsynapses
thatconneceachneuronto mary others.Thenum-
berof synapses$s even moreimpressie: 240tril-

lions. The communicatioris donewith sequences

of actionpotentialsor spikes: spike trains.A spike
is an electricalpulsethatis sentfrom oneneuron
to the other thatis very shortandalwayshave the
sameshapelt doesnt carryary informationin it-

self. Whatcarriesinformationis its relationshipto

the receving neuronan to the other spikes: How

mary spikeshastheneuronreceved,in how much
time or at which preciseinstants... those spike
trains whosespatio-temporatharacteristicgarry
informationandunderlieour thoughtsarethe neu-
ral code.Althoughmary interpretationdiave been
proposed this codeis still far from beingunder

stood. So, trying to make ary senseout of those
spike trainsis the global motivation for my work,

and,asi’'m juststarting,i’'m currentlystudyingvar

ious approachedyy applyingthemto practicalvi-

sualtasks.

Firing Rate

Historically, this is the first approactto the neural
code(Adrian(1926)(Adrian,1926)).It is basedn
theideathat,themorespikesaneuronreceves,the
more excited it gets,andthe more spikesit sends
(it fires). Thus,we canevaluatethe degreeof ex-
citation of a neuronby the frequeng of emission
of spikes: its firing rate. | have usedthis codefor
studyingthe variationsin the discriminationper
formanceof a neuron,in a noisy ervironment,ac-
cordingto the ratio betweeninhibitory and exci-
tatory incomingsynapsesilt follows The work of
JianfengrFeng((Feng& Liu, 2002)).

However, evaluatingthis firing rateis too long
for the brainto useit for real tasks: we needto

averagethetime betweertwo spikesover atleasta
hundredspikes,andwe know thatit takesaround
10 millisecondsfor aneuronto fire,while the brain
can perform high level discriminationtaskssuch
asmakingthe differencebetweenananimalanda
meansof transportationin 150 ms. (Van Rullen
andThorpes,2000,@&hRullen& Thorpes2000)).

Spike timing

Thistime constrainfeadsto theconclusiorthatin-
formation betweenneuronsmust be carried with
only a coupleof spikes,embeddedn their precise
timing.

Absolute spike timing Knowing the exact in-
stantof the arrival of eachspike at the synapses
would carry all the informationwe want, however
we would needa sortof absolutdime referencen
thebrain,whichis notvery biologically plausible.

Rank order A more realistic modelis to deal
with the order of arrival of spikes, without focus-
ing on the preciseinstantof their arrival. This
can be easily implementedin the brain, as the
spikes propagateat finite speedbetweenthe neu-
rons. This hasbeenusedfor modelling learning
(Sejnavski, (2001)(Rao& Sejnavski, 2001)),and
for arapidvisual processingnodel,by Thorpes&

Vanrullen.(2002(VanRullen& Thorpes2002)).1

have playedaroundwith this codeaswell, trying
to evaluatehow efficient it can be at performing
neuralcompetitionfor motionperception.

Population code

The main problemof thosespike timing neuronal
codesis that they leadto modelsthat are poorly
adaptableandvery sensitve to noiseor variations
in the input. to overcomethoseweaknessesye
needto comebackto the studyof the statisticsof
the spike trains (The meanfiring rate being only
one amongstthe mary statistical features). To
overcomethis problem of time that we've seen
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with the firing rate code,we cangetour statistics
from the times betweenthe very first spikes of a
populationrmary neuronsatthesameime, because
weknow thattherearealot of neuronsandconnec-
tionsin thebrain. trying to relatethosepopulation
statisticsto the someproposedrank order codes,
by doing modelsthat performsimilar tasks,is the
next directionof my research.
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Areyou fit enoughto recognizefailur e?
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Self-diagnosinghardware is important espe-
cially in missioncritical systemsaxposedto radi-
ation. Built-in self-test(BIST) is widely usedyet
commonlyrequiregnorethan100%overheadasin
doubleredundansystemsor off-line testing. Evo-
lutionary methodsappliedto hardware have pro-
duced circuits comparableto those designedby
expertsandalsouncorventionalcircuits in which
hardwareresourcesre usedextremely efficiently.
Moreover, mary evolved systemsdn natureexhibit
self-diagnosticsuchastheimmunesystem.

All this led to the prospectthat evolution-
ary methodscould explore areasof designspace
which reuse hardware componentsso that they
contritute both to the circuit's main functional-
ity andits BIST, leadingto a low overheadon-
line solution. Below we describethefirst ever at-
temptat realizingthis possibility of evolving self-

LY

incorrectdueto aninducedfault. And soa process
of survival of the meelestwascommenced.

From a populationof randomindividuals, after
14100generation®f evolution, thereemegedan
individual performingtheaddertaskusingthemin-
imum 5 gatesandhaving 90% fault coverageoft-
line BIST usingonly 2 extra gatesoverhead.This
circuit performsa hybrid of on-line/of-line self-
diagnosiswhich could be implementedn a BIST
systemwith 31%the overheadf the corventional
off-line solution. About 15000generatiorater a
full (100%coverage)n-lineBIST solutionfor the
adderwasfound usingonly 50% the overheadof
thecorventionalon-linesolution. Anotherrunthat
imposedextremenoiseconditionsarrivedatanon-
line solutionthatincludesa low-passfilter to iron
out glitchesat the output. In effect, this circuit
couldbeclocked at twice the speedasthe corven-

diagnosinghardware (Brill & Helweg, Accessed tional on-lineBIST solution.

20/05/02), (Gaunaurd,Brill, Huang, Moore, &
Strifors,1998).

A generationageneticalgorithm(GA) wasused
with a populationof 32 individuals. The amount
of corventional designknowledge usedto setup
the fitness evaluation function and the mapping
from genotypedo circuitswaskeptataminimum.
Evolving circuitsweremadeup of two inputlogic
gatesand were evaluatedin a simpledigital logic
simulatorwherenoisewas introducedin orderto
facilitatetransferto realhardware. Hardwarefaults
weresimulatedby stickinga gateoutputatO or 1,
amodelwell establishedn industry

Small circuit taskswere chosenas good start-
ing points to establisha proof of principle that
BIST functionality could be evolved for them: a
onebit full adder atwo bit multiplier andanedge
triggeredD-latch. The fitnessfunction evaluated
a numberof circuit propertieshere listed in de-
creasingpriority order: performthe desiredtask,
off-line BIST, on-line BIST, minimize gatecount.
BIST behaiour wasevaluatedby testingif anex-
tra outputE wenthigh whenthe taskoutputswere

A new run was seededwith a hand designed
multiplier using the minimum 7 gates. Nearly
150000generationgaterit sufferedone modifica-
tion while 4 gateswere annexed performing full
off-line BIST requiring 36% the overheadof the
corventional equivalent. A multiplier with full
on-line BIST wasalso evolved from a population
of randomgenesafter roughly 4 million genera-
tions. This circuit used64% the overheadof the
conventional on-line solution and its uncormwen-
tional structureis shavn in Fig. 3. An on-line
self-diagnosingedge-triggeredD-latch was also
evolved after 3 million generationsand had the
samestructureand overheadas the conventional
solution.

Self-diagnosingeircuits have beenevolved for
thefirst time andarecompetitve with corventional
onesn termsof faultcoverageandgatecountover-
head.Evolved circuits exploit corventionaldesign
principlessuchasvoting anddesigndiversity and
alsouncorventionalprinciples,suchascomputing
checksumsvhile cascadingutputs.Theseprinci-
pleswhich allow themto reuselogic for the main
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Figurel: Evolvedtwo bit multiplier performsfull
on-line self-diagnosisvith only 64%the overhead
of the corventionalequialentby reusinglogic for
themaintaskandself-test.

taskandBIST couldprove usefulif adoptedy de-
signers.Somecircuits wereextremelymodularin
structurewhile otherswereinscrutable Thereason
for thisis unknawvn, but thenagainevolutionmoves
in mysteriousvays

Previouswork (Sanson& Harackiavicz, 2000)
suggesttargercircuitsareriperto evolutionaryop-
timization yet unfortunatelycomputationabower
is the limiting factor when evolving them (you
can easily contribute your unusedCPU time to
this projectat http://www.cogs.susx.ac.uk/
users/mmg20/contrcpu.htm). Our currentef-
forts include the evolution of BIST for indus-
try sizedmodules,of self-diagnosinganalogcir-
cuits perhapsunder varying operatingconditions
(Luckin, 1998) and of circuits capableof testing
thetesterundermultiple faults.
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My researclaimsto examinetheskills andabil-
ities childrenbringto acollaboratve learningenvi-

ronmentandin doingsoidentify thecircumstances

thatleadto successfutollaboration.| amworking
aspart of the Riddlesprojectwhich is concerned

this context in orderto maximisethelearningben-
efitsit canoffer.

Joke City provides an ideal collaboratve con-
text; two childrenworkingtogethertowardsacom-
mon goal. However, obserations of videotaped

with improving childrens readingcomprehension dataof childreninteractingwith the softwarehave

skills throughtraining that draws attentionto the
ambiguityin joking riddles.

Linguistic awarenesss the ability to treatlan-
guageas an objectandto reflecton its structural
featuressuch as phonology and syntax. (Yuill
& Oakhill, 1991) identify a deficit in this ability
amongpoor comprehendersA poor comprehen-
deris a child with areadingcomprehensioageat
least6 monthsbehindtheir readingaccurag age.
Theriddleis alinguistic device which requiresbe-
ing ableto reflecton the useof ambiguityin lan-
guagein orderto appreciateits humour (VYuill,
1998)foundthatlinguisticawarenessanbedevel-
opedby drawing childrens attentionto the ambi-
guity in riddlesandencouragingliscussioron the
differentinterpretationsof the language. Signifi-
cantimprovementsin childrens readingcompre-
hensionskills werefoundafterexposureto therid-
dle training. Thetraining hasbeendevelopedinto
a multimediasoftware packagecalled‘Joke City’,
which presentgiddlesto pairsof childrenwhose
taskit is to identify the ambiguitywithin eachrid-
dle. For example:

Question How do you make a sausageoll?
Answer: Pushit down ahill.

In orderto ‘get the joke’ children have to dis-
ambiguateheword roll andunderstandt hastwo
meanings.Joke City draws their attentionto this
by askingthemto ‘click on the part of the word
thathastwo meanings’.

In the currentprojectJoke City is beingdevel-
opedwith particularemphasi®nexploringtherole
of linguistic awarenessn text comprehensiorthe
useof multiple external representationsf mean-
ing, the useof peercollaborationandthe imple-
mentatiorof softwarescafolding. My researctio-
cuseson how bestto supportpeercollaborationin

revealedthat interactionswithin this context are
not always collaboratve. Somepairs collaborate
very effectively while othersconsistentlyfail to
work togethemproductiely. | aminterestedn ex-
ploringthequalitiesthatmale thesenteractionso
differentandasaresultaimto identify the circum-
stanceghatmay contritute to a successfutollab-
orative experience.
Definingcollaboratiorhasprovenadifficult task
asthetermis usedvery differentlybothwithin and
betweendifferentdisciplines(Dillenbouig, 1999).
The definition provided by (Teaslg & Roschell,
1995) below is perhapsthe one most commonly
usedandquotedin theliterature.

Collaboration is a coordinated, syn-
chronousactity thatis the resultof a
continuedattemptto construcandmain-
tain a sharedconceptionof a common
problem.(p. 70)

Underpinningtheir emphasison ‘coordinated,
synchronousactvity’ is the assumptionthat all
membersof the collaboratve group participate
equallyin thetaskandthereis nodivision of labour
amongstparticipants. However, this implies that
all memberf thegrouparebothequallyableand
equally willing to participatein the collaboratve
procesgBurton,Brna,& Treasure-Joned4997).1
would arguethis is not necessarilyhe caseanda
clearemotionof thedifferentqualitiesparticipants
contritute is vital to a betterunderstandin@f the
natureof collaboration.

Identifying what contrilkutesto effective collab-
oration hasimplicationsfor both classroomprac-
tice andsoftwaredesign. For example,theway in
which collaboratve contets are constructedwill
beinformedby thiswork. In addition,if thelearner
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modelis ableto assesshe quality of the interac-
tion, scafolding couldbe providedin orderto sup-
portthecollaboratve process.
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Much of the work on the problemof how to in-

opedto accommodatdor translationbetweenan

terpretthe verbalsystemof the Semiticlanguages Indo-Europearanguagewith its complex verbal

hasbeenfocusedon Biblical Hebrav and Arabic
(both Qur'anic and Modern). This problem de-

rives from attemptingto impose Indo-European-

language-centriénterpretationsonto a non-Indo-
Europeangroup, in particulargrammaticakermi-
nology from Greekand Latin. This leadsto the
claimthatlanguage$ike Hebrav, Arabic,andSyr-

iac have no “tense” when in fact a distinction
shouldbe madebetweenhaving no tenseand not
marking tenseon the verh This in turn hasled
to confusionin the prescriptve grammarbooksof

the aborementionedanguageswith someusing
the term “perfect” to indicatea pasttense,others
a completedaction; and the “imperfect” as a fu-

ture (or non-pastencompassingpoth presentand
future), or asanincompleteaction. This category
of complete/incompletehas nothing to do with

tensebut is insteadan aspectuatlistinctionandis

binaryin nature.

In my research will look at the discussionof
the historical explanationsof the Semitic verbal
system(with Biblical Hebrev asthe prime exam-
ple) and will look at the issueof linear time as
representeth generallinguistic theory which, as
mentionedbefore,for thelarge parthasbeenocci-
dentalandIndo-Europearanguagegocused. Fol-
lowing from this | will examinethe differenttheo-
ries of tenseand aspectasappliedto the Semitic
verbal system(Goldfajn, 1998), (Driver, 1936),
(Anderson,1974), aswell asa sunwey of the lit-
eraturein particularon the Syriacverh Parallel
occurrence®f identical verb forms in the Syriac
Gospelversionswill especiallybe treatedto dis-
cernwhethertheirtranslatiorfrom Greekis identi-
calandwhetherthey canbe(shouldbe)interpreted
with an equal sense. My researchwill involve
anexaminationof expression®of tenseandaspect
within the verbal systemof Syriacfocusingon a
specificcorpus thatof theOld Syriac,Peshittaand
Harkleanversionsof the New TestamenGospels,
andhow they relateto the sameexpressionsvithin
the (supposedbpriginal Koine Greek. | will amgue
that certaininnovative structureshadto be devel-

systemallowing for both tenseand aspectand a
Semitic one in which the verbal systemis tradi-
tionally seenasbeingpurelyaspectual.

Within biblical Hebrav, Arabic, and Syriacthe
Past/Perfectis generallyregardedasthebaseupon
which the othersensesndmeaningsarebuilt and
is sometimegermedthe suffix conjugation(which
is amoretemporallyneutralterm), asit takessuf-
fixesto indicate person. The Future/Imperfectis
termedtheprefix conjugationasit takesprefixesto
differentiateit from the suffix conjugationaswell
assomepersonakufiixes. This would seemto in-
dicate a bipolar differentiationof the verbal sys-
tem. Butthisdistinctionis morecomple thansim-
ply apast/non-pastistinction.

A suney (McFall, 1983),foundthatin thetrans-
lations of the Hebrev “tense” forms in the Re-
visedStandard/ersionBible the sufiixed qtl form
could be translateceitherby a past,presentense
or evena future. Similarly with the prefixed yiqt|
form; while mosthadafuturesensdranslationthe
presentaindalsothe pastcouldbeused.Soclearly
somethingotherthantenseis marked on the verh
This somethings normally taken asbeingaspect.
Thetheorythatthe “tense” forms are actually as-
pectualhadbeenput forward asearlyasthe 1820s
(Ewald, 1827), with the pastrepresentingerfec-
tive (meaningcompleted)and the future, imper
fective (meaningincompleted). This, ratherthan
clearingup the confusiononly senedto addto it
particularlyconcerningherole of the proclitic w-
conjunction,or vav corversive, usually translated
as“and”, whichwhenaddedo aqtl form, seemed
to giveit afuturetense andwhenaddedo ayiqtl,
gave it a pasttensesense. A similar occurrence
appearsn Syriac, which will be looked at more
thoroughlyduringthe courseof my research.

As the tensesystemsof Biblical Hebrav and
Qur'anicArabic have beenassumedo bevirtually
identical and to be representate of the Semitic
tensesystemit is held thatwhatever theoryholds
for onelanguagewill hold for the otherlanguage
andby extensionfor the Semiticlanguageamily.
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Out of this work on the two aborementionedan-
guagegBinnick, 1991):435aysthattherearetwo
maintheoriesconcerningSemitic“tenses”

Ewald, H. (1827). Kiritische grammatik der
hebi&ischen sprache Leipzig: Hahnschen
Buchhandlung.

1. thosewhichlook atpurelysemantieneanings Goldfajn, T. (1998). Word order andtimein bib-

within which arethoseinvolving aspectrela-
tive tense absoluteenseor otherand,

2. thosewnhich involve pragmatics.

Comriein hiswork Aspect(1976)suggests mix-

ture of the two.! Relatiely little researchhas
beendoneon the verbal systemof Syriac, which
for anumberof reasonsgs an extremelyimportant
Semiticlanguagefrom linguistic, theologicaland
historicalperspecties. Syriacwasusedasa bridge
languagein the translationof texts from Greekto

Arabic. Greekphilosophical,medicaland scien-
tific texts werefirst translatednto Syriacandthen
from Syriacto Arabic, eitherincidentally (thatis,

they alreadyexistedin Syriactranslation)r aspart
of thetranslatoryprocess.

Debatecontinuesto rageover whetherthe first
Gospelportionswere composedn Koine Greek,
or an Aramaic dialect (possiblySyriac)? , which
could have profoundtheologicalimplications,the
examinationof whichdoesnotfall within thescope
of my currentresearctor theremit of this paper
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1 Intr oduction

My interestis in changingideological positions
andhow thesecanbe deducedrom changinglan-
guageuse.l aminvestigatingtherole of evaluatve
vocalularyin Early ModernEnglishwith reference
to Martin’s AppraisalSystemgMartin, 2001).Un-
like currentgovernmentpronouncementswhich
are intendedto changepopularthinking through
persuasioror spin, 16th and 17th century Royal
Proclamationsverecommandsandcarriedthe ul-

timatechage of high treasorfor non-compliance.

Duringthereignof Henry VIl the Churchin Eng-

discourses. Such processesof inter

vention...can be seen as attemptsto

change discourseson the assumption
that changingdiscourses.. may lead to

changesn otherelementf socialprac-
tices through processesof dialectical
internalizationi.

(Fairclough,2003):22

My hypothesids that the applicationof politi-
cally correctlanguages far from new. Its persua-

Iand bl’Ol@ from Rome.Given Henry’S Consequent Sive purposd‘]asbeenmore ||ght|y disguisedhan

preoccupatiorwith affairs of religion andmy dis-

covery from preliminary researchinto variousar

easof vocalulary that religious terminologywas
the most vitriolic in Early Modern English, this
seemedh profitableareato investigatefor evidence
of ideologicalchange. Fearof social unrestand
its threatto their hold on power seemdo dominate
TudorProclamationgoncerningeligion. | planto

investigatewhetherthis continuesthroughoutthe
periodstudied.

To discorer whethersocial attitudesgenerally
appearto have beenregulated, | am looking at
changinganguageusein JonatharCulpepers un-
published Corpus of English Dialogues (1560-
1760), to which | have kindly beenallowed ac-
cess. The trial proceedingssectionin particular
will provide a fertile sourceof contemporaryat-
titudes, sincethey constitutea dialoguebetween
thosein authority holding the approved or politi-
cally correctline andthosewho opposethis. Fair-
cloughrecentlyexplainedtheuseof politically cor
rectlanguagehus:

‘people interact..they represent to
themseles and each other what they
do...what they do is then shapedand
reshapedy their representations.this
is the basis of theoriesof social life
as socially constructedas an effect of

thatof otherevaluative wordsbut its functionis the
same.We arenow moreawareof the conceptbe-
causethe diffusion of socialinfluencehasled to
the sourcesof wordsthatsucceedeth influencing
usagebecomingmore diverse. The useof politi-

cally correctterminologyis anattempto make the
attitude of the userappearto be the normandis
emulatedo shav solidarity but

‘relatively successfuénactmentioesnot
guaranteerelatively successfuinculca-
tion.. . peoplemayacquiesceo new dis-
courseswithout acceptingthem - they
may mouththemrhetoricallyfor strate-
gic andinstrumentapurposes.

(Fairclough,2003):25

In the 16th centurythesepurposesvould have
been political expedienceand the attitude was
frequentlyderogatorywhereagnodernpolitically
correctusagetendsto substitutea lessdistasteful
word for amoreoffensive one.Giventhetendeng
of derogatre wordsto lose their negative impact
overtime, do ary of thetermsunderconsideration
losetheir negative evaluationover the periodandis
ary suchchangein rhetoricreflectedby a change
in reality?
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Theresearcltonductedor my Dphil wasbased
onthenotionthatrecognitionmemoryreflectstwo
componentf consciousawarenesoperational-
ized by rememberand know responses. Every
positive recognitiondecisionis followed by either
a rememberor know responsedy the participant.
Someresearcherkave proposedhatremembering
reflectsthe ability to mentallytravel backin time
andbecomeaware of pastexperiences.Knowing
is proposedo involve the awarenes®f knowledge
abouttheworld withoutreferenceo ones own ex-
periencesFor theseresearchereememberingand
knowing reflectmemorysystemsratherthan pro-
cessesandthey do notbeara one-to-onerelation-
shipto processeduringrecognition.Otherinvesti-
gatorsdirectly identify remembemith the slower,
controlled processof recollectionand know with
the faster automaticprocessof familiarity during
recognition. In orderto addresshis differencein
views, my researchemplo/s the remembeknow
paradigmalongwith a proceduredesignedo con-
trol thetime betweerthetestitem presentatiomnd
recognitionjudgments. If short deadlinesallow
only the familiarity processto influencerecogni-
tion andlong deadlinesallow the morecontrolled
recollectionprocesses$o govern recognition,then
this shouldbe apparentn theremembeandknow
responses.Previous researchhas shavn that un-
derthis procedureknow responseslo not directly
identify with a fast, automaticprocessas partici-
pantsgive moreknow responsesvhengiven more
timeto respond.

Using novel and famousfacesas stimuli, fur-
ther evidenceregarding rememberingand know-
ing at shortandlong deadlinesvassoughtby ma-
nipulating study time or the level of processing
during study resultingin the effects of thesema-
nipulationsbeingobviousin rememberingndnot
in knowing. Moreover, with the longerdeadline,
a parallel increasein knowing was found when
levels-of-processingnanipulationwas used with
thefamoudaceshut notwith thenovel ones.Thus,
my researchprovides additional evidencefor the
supportof the view that thereis no one-to-one

relationshipbetweenthesetwo responsesindthe
aforementionegrocessesand contributesto the
extensionof evidenceto differentkinds of materi-
als, namelyfaces. It alsosuggesthatthe greater
opportunityfor consciousontrol over recognition
provided by the longerdeadlinebenefitsknowing,
aswell asrememberingpnly whenthefacesto be
retrieved are famous;a finding that is intriguing
andinterestingasit providesfurther evidencefor
differencesn the encodingandretrieval natureof
novel andfamousfaces.Anothertype of encoding
manipulatiorwasusedin two furtherexperiments,
wherefacesof sameanddifferentracial origin - in
relationto the participants- where studiedeither
one or threetimes underthe assumptiorthat re-
memberingaswell asknowing would increaseaf-
terthreestudypresentationdt wasfoundthatpar
ticipantsrememberedverall more facesof their
own racial origin, andrememberednore facesof
both origins after they were exposedto the faces
threetimes. Knowing wasnot affected. The selec-
tive effects on rememberindend further support
to the claim of dissociationbetweerremembering
andknowing andposea questionfor the familiar
ity hypothesisaiming to explain the phenomenon
of own-racebias.

In conclusion,both seriesof experimentshave
producedesultsthatreplicateandextendprevious
findingsin theareaof recognitionmemoryandcan
be informatie for otherspecialistdn the areasof
education clinical psychology expert eyewitness
testimoty andequalopportunitiegolicies.

References

Gardiner J. M., Ramponi, C., & Richardson-
Klavehn,A. (1999). Responseleadlineand
subjectve awarenesi recognitionmemory
Consciousnesand Cognition, 8, 484-496.

JacobyL. L., & P. O.Dolan,T. D. J.abd. (1998).
Two effectsof repetition: Supportfor adual-
procesanodelof know judgementsand ex-
clusion errors. PsydionomicBulletin and
Review, 5, 705-709.

44



Wright, D. B., Boyd, C. E., & Tredoux, C. G.
(2001). A field study of own-racebiasin
SouthAfrica andEngland.Psytology, Pub-
lic Policy, andLaw, 7(1), 119-133.

45



Autohyponymy and Mental Representations

Anu Koskela

amk21@cogs.susx.ac.uk

Schoolof Cognitive and Computing Sciences

1 Intr oduction

My researchareaandthe topic of this papercon-
cernsthe phenomenorof autohypogmy - where
oneword canbe usedwith a moregeneralmean-
ing andwith a more specificonethatis in arela-
tionshipof hyporymy or classinclusionto thegen-
eralmeaning.In this paperl will discusghis phe-
nomenonbriefly andoutline a cognitive linguistic
accountof lexical representatioriollowing work
by (Langacler, 1987)and(Tuggy 1993).

2 Conceptsand meaningsin cognitive lin-
guistics

Oneof thekey ideasin cognitive linguisticsis that,
as experimentalevidence shavs, humanconcep-
tual categyoriesare not definableby necessarand
suflicient conditionsand they do not have fixed
boundariesbut ratherexhibit a prototypestructure
in termsof morerepresentate andmoremanginal
membersand variable boundariegRosch,1978).
It is also assumedhat the mental lexicon does
not provide fixed literal meaninggor word forms.
(Langacler, 1987)hasamguedthatlinguistic items
actas“accessodes”into anopen-endedetwork
of eng/clopaediknowledge;thusdifferentaspects
of our knowledge may be activated on different
occasionf useas motivatedand constrainedy
the linguistic conventionsof the speechcommu-
nity andthe context cf. (Croft & Cruseto appear);
(Fauconnier1997).

3 Autohyponymy

(Berlin, Breedlwe, & Raven, 1973). My particu-
lar researchinterestis autohypogmy of concrete
objectnames casessuchascoatwhich canmean
anovergarmentin general(including jackets)or a
prototypicallong, warmovergarmenthatcontrasts
with jackets. As mentionedyesearchinto human
cateyorisationhasshavn that cateyory boundaries
may be construeddifferently by different speak-
ers and on different occasionsof use. There-
fore, for ary cateyory with a prototypestructure,
we can potentiallyalwaysfind instancesvherein
some contets the catgyory boundariesare con-
struedto be morenarrav or moreextended.How-
ever, given obserations such as that coat hasa
more prototypicalanda more genericuse,one of
the questionsve canaskis whetherthis is simply
becausehe category boundariesare contextually
construeddifferently or whetherthe different ex-
tensiongouldbesaidto constituteseparatenental
representations.

4 Sensexand mental representations

Fromthelinguistic point of view, we canapproach
this questionby asking whetherthe genericand
specificusesof a word constitutedifferentsenses
of the word. Traditionally a distinction hasbeen
made betweenthree modesof representatiorof
meaningin the mentallexicon: homorymy, where
aword hastwo or moredistinctmeaningghatare
not related(e.g. bank),polysemy wherethe word
hasdistinctandunrelatedneaningswvhich are se-
manticallyrelated(e.g. run a marathonandrun a
businessandmonosemywherea word hasa sin-
gle meaningand ary differentinterpretationsare

As mentioned,autohypogmy is a phenomenon derived pragmatically So, the questionis whether

where one word hasa more genericand a more
specificuse. A classicexample of this is dog,

which can mean either a caninein general or

more specifically a male memberof the canine
species. The samephenomenorhas also been
called specific-generi@olysemyin anthropologi-
calliteratureonfolk categorisationof naturalkinds

a word such as coat is monosemour polyse-
mous. In mary traditional approachego word
meaningandsenséoundariest hasbeenassumed
thatthe distinctionbetweernwordsthat have a sin-
gle senseandthosethat have a numberof distinct
(although possibly related) senseds straightfor
ward and clearcut. However, work in the cogni-
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tivelinguistic frameavork suggestshathomorymy,
ploysemy and monosemyin fact form a contin-
uum; (Tuggy 1993); (Croft & Cruse,to appear).
To illustratewhy thisis arguedto bethe case con-
sideroneof thetraditional tests” for determining
whetherthe differentmeaningf a word aredis-
tinct or unitary The so-calledinguistic testrelies
onthepossibility of usingthetwo meaningsf the
wordin asingleconstructiorsuchas1) below:

(1a)Peteris hotandsois Simon.
(1b) | sawv my cousinyesterdayandSimonsaw his.

In (1a), if we assumehat Peteris hot in terms
of having the experienceof heatwhile Simonis
sexually attractie, the sentencesoundsodd, like a
pun. This is taken to indicatethat the two mean-
ingsof hotaredistinctsenseslin (1b), ontheother
hand,evenif my cousinis femaleand Simons is
male,thesentencés fine, whichmeanghatcousin
is monosemous1 asmuchthattherearent distinct
sensegor maleandfemalecousins.However, this
testis problematicin thatin somecasest is diffi-
cult to determinewvhetherthe sentencesoundsodd
or not, differentspealkers may differ in their intu-
itions andsometimeshe context mayinfluencethe
interpretationsFor example, Tuggy (1993)hasar
guedthatthe acceptabilityof sentencesuchas(2)
is oftenamatterof degree:

(2) Mary is paintingandsois Tim.

(3) Paulaworea coatandsodid Mike.

(2) seemopeculiarif Mary is paintinga still-life
but Tim is paintingthe bedroomwalls, but if Mary
is paintingamural,thesentencsounddetter Fur
thermore,if we try to contrastautohypogmous
sensesissin (3), speakrs’ intuitionsonwhetherthe
sentencas acceptabler not if Paulawore along
overcoatandMik e wore a summetjacket depends
on the context and what level of detail is judged
relevantin our construalbof the cateyory COAT.

5 A cognitive grammar accountof mental
representations

One model that can accountfor such gradable
and contet-sensitve intuitions is that proposed
by (Langacler, 1987)and (Tuggy 1993). In this
modelit is amguedthatlexical catgoriesarechar
acterisedas hierarchicalnetworks of nodeswith
higher level schemasas abstractionsf the com-
monalitiesof more specific,lower level schemas.
The more specificschemagepresentistinctness

of meaningand the more abstractschemasunity
of meaning,but importantly both may coexist as
partof aspealer’slinguisticknovledge.Thenodes
in the network becomemore cognitively salient
or entrenchedhroughrepeatedactvation in lin-
guistic usageevents. Differentnodesvary in their
level of entrenchmentywhich correlateswith their
likelihood of actwvation. Thusthe continuumbe-
tween monosemy polysemy and homorymy is
representedn this model so that in the caseof
monosemya schemaepresentinghe commonal-
ities betweendifferent usagess well entrenched
and the specific usagesare not very well en-
trenched.In homorymy, the specificinstancesre
well entrenche@ndthegenerakchemas very ab-
stractand not well entrenchedat all. Polysemy
is characterisedy varying degreesof entrench-
ment of the more abstractor specific schemas
thus casesof polysemyfall on a continuumbe-
tweenmonosemyandhomorymy. Thedifferences
in peoples intuitions regardingthe unity anddis-
tinctnessand relatednes®f senseghenrelieson
the activation of eithermoregeneralor morespe-
cific schemasn particularcontexts. Speakrsmay
vary in the kinds of networks they construct,de-
pendingon what specificinstanceshey encounter
in their experienceand what generalisationshey
extract. Importantly however, therewill bealevel
of overlapin thementalrepresentationsf different
speakrs provided by corventionalisationof lin-
guisticusageassomethingsharedoy thelinguistic
community

6 Conclusion

In relationto the mentalrepresentationf autohy-
porymy, we canstatethatit is possiblethat some
particularconstrualof cateyory extensionmay be
entrenchedas nodesin a network for a particular
speakr - thelevel of entrenchmenmayvary partly
explaining the uncertaintyof judgementsregard-
ing the distinctnessof genericand more specific
usages. To make more specific claims aboutthe
statusof the sensesve would have to look at their
degree of corventionalisationusing methodology
suchascorpusstudies.Furtherissuedor research
include the questionof what factorsmight influ-
encethedegreeof entrenchmerdindcornventional-
isationof theautohypogmoussenses.
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1 Intr oduction

What was the first alcoholic drink to make you
vomit? Chancesare you now avoid that flavour
like the plague. It's alsolikely that if you were
asled to indicatehow muchyou liked or disliked
that particulartaste,you would reply with a pro-
found dislike. But did you dislike that flavour
beforeyour headstartedspinningandyour stom-
ach did the back flip? Probablynot! The pro-
cessvia which you cameto dislike the flavour of
the alcoholicdrink is called evaluatve condition-

ing (EC) andarosebecausg/ou cameto associate

the flavour with somethingyou didn't like - vom-

iting. EC is a processthat can also explain how

we cometo like things (aswell asdislike things)
andis often usedin adwertising wherea product
is pairedwith somethingiked (naked women,the
perfectlifestyle) so that an associatioris formed
betweenthe productand the liked stimulus, and
consequentlyhe productalsobecomediked. As

well asexplaining our acquiredgenerallikes and
dislikesandplayingalargerole in adwertising, EC

mightalsobeof usein explainingphobiasfetishes
and other psychopathologal disorders,such as
eatingdisorders.

A large areaof researchhas been dedicated

to the EC phenomenorand hasimplied that un-
derlaboratoryconditionslikesanddislikescanbe
elicited in a large rangeof objects,using a large
range of stimuli (e.g. pictures, faces, flavours,
odoursandhapticstimuli) andthatthe effectis re-
liableandrobust. Thisresearcthasalsoprovideda
numberof obserations,unusualfor humanlearn-

ing:

1. Theseeffects can be elicited without con-
sciousawarenes®f the pairing of the neutral
stimuluswith theliked or disliked stimulus.

2. Theseeffectscannotbe removed throughthe
usual meansof extinction (where a neutral
stimulus that has becomeliked or disliked

uk

repeatedlyin the absencef theliked or dis-
liked stimulus,andthis would normally lead
to the stimulusregaining its original neutral
status).

3. Thepairingsdo not have to bebasedn a sta-
tistical contingenyg, but musthave someform
of temporalor spatialrelationship. In short,
this indicatesthat EC cannotbe explained
through corventional humanlearningmech-
anismg(suchasPavlovian conditioning).

However, anumberof methodologicaflaws (in-
adequatecontrols,no baselinemeasure®f liking
prior to the pairing processn orderthata change
in liking mightbeascertaineetc.)in thisresearch
areahasmeantthat the reportedeffects may have
beenthe resultof someexperimentalartefict, and
not due to the pairing of a neutral stimuluswith
a liked or disliked stimulus, let alone somespe-
cial form of humanlearning. The currentresearch
wasaimedat ascertainingvhetherthe pairing of a
neutralstimuluswith a liked or disliked stimulus
could bring aboutthe liking/disliking of that neu-
tral stimulusoncethemethodologicaproblemsen-
counteredn previousresearchwerecorrectedor.

This researchverified that EC effects could be
obtainedas a result of the pairing processhow-
ever the effect was not nearly as reliable or ro-
bustaswaspreviously believed. In fact, the effect
wasfound to be extremely sensitve to the condi-
tions underwhich it would occurandeffectssim-
ilar to previous researctcould often not be repli-
catedwhensimilar conditionsto theearlyresearch
wereemployed. Oncethe experimentalconditions
werevaried,EC couldbe obtained.Theinfluential
factorswerefoundto includehow mary stimulithe
participantwasrequiredto learnabout,how mary
times the stimuli were paired and the amountof
time betweenpresentinghe neutralstimulusand
presentinghelikedor disliked stimulus.However,
everydaycasef EC mightoccurmoreeasilydue

throughthe pairing processs thenpresented to theincreasedalienceof everydaylikedanddis-

49



likedl stimuli, which could not be imitatedin the
laboratoryfor ethicalreasons.

As well asestablishinggomeof theexperimental
conditionsunderwhich EC could be established,
anotherimportantfinding was obsered. A phe-
nomenonknown as selectve conditioning, where
somestimuli aremoreeasilyassociatedhanother
stimuli, wasalsoobsenred. In oneparticularexper
imentpicturesof food wereusedasneutralstimuli
andthesewere pairedwith picturesof obese(dis-
liked),normal(neutral)or extremelythin (disliked)
women. Only the picturesof food pairedwith the
picturesof obesewomenbecamdlisliked, despite
the factthatthe picturesof extremelythin women
wereactuallymoredislikedthanthe picturesof the
obesewomen. In addition, somelearning theo-
ristshave alguedthatselectve conditioningeffects
are dueto innatebiological preparednessHow-
ever, a follow up studyrevealedthatthe selectve
conditioningeffectsobsered hereweredueto an
expectanyg biaswherefoodswere expectedto be
paired with obeseor normal women, more than
they wouldbeexpectedo bepairedwith extremely
thin women. This indicatesthat selectve associa-
tions, in humansat least,might not be accounted
for throughinnatepredispositionshut ontogenetic
factorsmightalsoplay animportantrole.

This researcthasindicatedthat EC is not quite
the resilient effect that it was oncethoughtto be
and that selectve conditioning can occur The
roadaheador EC involvesfirmly establishinghe
experimentalconditions under which it will oc-
cur and explaining why it might be sucha frag-
ile learningmechanismOtherselectve condition-
ing effects should be explored, which might un-
coverimportantpreliminarylinks to understanding
some psychopathologidadisorders. In addition,
EC shouldbe comparedwith otherforms of hu-
manlearningto determinewhetherin factit does
shawv thesamepatternsof learning,or whetherit is
indeedadifferentform of humanlearningentirely
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1 Intr oduction

In the 20th century associatie learninghasbeen
thedominantexplanationfor how we acquirefears
and phobias- we startwith a few naturally aver-
sive stimuli such as loud noisesor pain, which
give us our first experiencesof fear and the fear
responsegeneraliser extendsto other stimuli,
suchasdogsor spidersthroughassociatie learn-

therearecritical developmentaberiodsfor the ac-
quisition of different specific fears - associatie
learningeventsoccurringduring thesecritical pe-
riods have a more profoundeffect. To investigate
this, ahighly controlledexperimentdesignedo re-
flect associatie learningof animalfearswascar
ried out with two agegroupsof children, oneat,
andoneolderthan,thehypothesisedritical devel-
opmentaberiodfor theacquisitionof animalfears.

ing. Following (Rachman1977),mostresearchers Thequestioris whetherchildrenaremoresensitve

considerthree pathways to fear: classicalPavlo-
vian conditioning (somethingfrightening occurs
in the presenceof a previously neutralobjectand
the fearsomenestansfersto the previously neu-
tral object); vicariouslearning(learningby seeing
someoneelsebeingscaredof something);andin-
formation transfer(learningto fear by beingtold
that somethingis dangerour shouldbe feared).
Although much experimentalevidence has been
gatherecandis beinggatheredo supportthe exis-
tenceandoperatiorof thesepathwaysto fear, there
areproblems. Many of the objectionsto associa-
tive learningapproachesentrearoundthefactthat
they over-predictthe occurrenceof fear: if some-
ones fear of swimmingcanbe tracedto the time
they werevery scaredoy watchingJavs, thenwe
have to specify why not everyonewatchingJawvs
becomesscaredof swimming. This is a particu-
lar problemwith retrospectie suneys thatjustask
fearful peopleaboutlikely causesandeventsatthe
onsetof their phobia. Suchstudiesrarelyinclude
a control group who had similar experiencesbut
did not becomephaobic. It seemghat theremust
bemediatingfactorsthatdeterminevhethersome-
one comesout of an associatie learning event
with a long-lastingfear One factor that doesnt
seemto have receved much experimentalatten-
tion is age,althoughit hasbeennotedthatdifferent
phobiashave differentcharacteristi@gesof onset.
Themostthoroughstudyof this wasconductedy
(Oest, 1987), who found that animal phobiahad
the earliestonsetage(7 years),followed by blood
phobia(9 years),dentalphobia(12 years),social
phobia(16 years),claustrophobig20 years),and
finally agoraphobig28 years). It is possiblethat

to informationaboutfearsomenimalsattheageat
which mostanimalphobiasbegin.

2 Participants

Fifty-nine children betweenthe agesof 6 and 8
(L= 929 months,o = 6.6) and 58 childrenaged
12and13 (p= 1527 months,c = 3.9).

3 Procedur

The participantswere shavn picturesof the three
novel animals: the cuscus, the quoll and the
guokka, and given a specially constructedFear
Beliefs QuestionnairdFBQ). This is a setof 21
guestions 7 differentquestionsrepeateancefor
eachanimal - aboutfearrelevant beliefs, suchas
"do you think the animal would hurt you?” and
"would you go out of your way to avoid the ani-
mal?”. The participantsansweredhesequestions
at this stage beforethey knew anything aboutthe
animals. Next, the participantsveretold negative
information aboutone animal and positive infor-
mationaboutanotheranimalby the experimenter
(Counterbalancingensuredthat all animalswere
paired equally often with negative, positve and
no information). Participantsthen completedthe
FBQ again,andtwo othermeasuresf fearandat-
titudestowardsthe animalsweretaken. Firstly, to
seeif thereare effects on behaiour, participants
wereasledto stroke theanimals(actuallysoft toys
in woodentouch-boxs)andthe time takento ap-
proachandstrole eachanimalwasrecorded.Sec-
ondly, a computerisedest- the Implicit Associa-
tion Test(IAT) - wascompletedoy all participants.
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ThelAT is usedto measurdghe associatiorthat action betweenthe effects of time and informa-
peoplehave betweentwo particularconcepts. If tion type (F(5.17,48550) = 26.17, p < 0.0005).
one constructsa classifyingtask with compound That is, the different typesof information (posi-
categories(e.g. press'E’ if the word is eithera tive,negative or none)abouttheanimalshaddiffer-
flowerorapleasanword;press!’ if thewordisei- enteffectson participants’fear beliefs. The mag-
theraweaponor anunpleasantvord), participants nitude of this effect wasnot significantly affected
will be quicker to performthe classifyingtaskif by age group (non-significant3-way interaction:
the conceptghataregroupedtogetherarealready F(5.17,48550), p=0.27).
associatedh their mind. So, in this example,one
might hypothesisestrongerassociationdetween 4.2 Behavioural measure - touch boxes
{flowers + pleasanthings} and {weaponst un- Tjme taken to approachand stroke each ani-
pleasanthings thanbetween{weaponst pleas- ;| yas standardisedcorvertedto z-scores)pe-
ant things and {flowers + unpleasanthings. . ;senarticipantsaiwaystook longerto approach
Consequentlyonewould expectquicker reaction \nichever animal was first. Participantsin both
timesin atrialswherethe categorieswere{flowers age groups took longer to approachthe animal
+ pleasantthingg and {weapons+ unpleasant about which they had been given negative in-
things thanin trials where the cateyories were formation (F (1.85,16268) = 8.87, p < 0.0005),
{weapons+ pleasanthings and {flowers+ un- 4 there was no interaction with age group

pleasantthings. Thus, by comparingreaction (F(1.85,16268) = 1.17, p = 0.31).
timesin a classificationtask betweentrials with '

differentconceptpairings,one canget a measure .
of the associationshat peoplehave betweerthose
concepts. In this instance,it was usedto assess
whetherparticipantshave formedassociationdpe-
tweenparticularanimalsandniceandnastythings.
Thismeasurgetsaroundtheproblemthatchildren
couldjust have beentelling the experimentewhat
they thoughthe or shewantedto hear
Participantscompletedthe FBQ and IAT again

3

2

Latency to approach (z-scores)

afteraweek,amonthandthreemonths. [ ————————
4 Results Figure2: Meanlateny to approachanimalby in-
formationtype

4.1 Fear BeliefsQuestionnaire

35 4.3 Implicit AssociationsTest

If participantshave formed associationdetween
a particular animal and, say ‘nice’ things, then
K they will be quicker in a catgorisationtask that

; requiresthemto put picturesof thatanimalin the
/; samecateyory as‘nice’ wordsthanin thesamecat-
'/\/ iformation type egory as‘nasty’ words. Thetrial typesare called
e Compatibleand Incompatible,and the difference
EEPPRRRTTLL s e in reactiontimesbetweerthesetrial typesis taken

YT

o — oo as a measureof strengthof association. There
| postnformaton Lmontn was a significanteffect of trial type (F(1,98) =

time since information given 32.53, p< 00005),W|th |nC0mpatib|etriaIS hav-

ing longer reactiontimes than Compatibletrials,

Figure 1: Mean fear belief by information type s expected. Therewas a significantinteraction
overtime of trial type with agegroup(F(1,98) = 4.40, p=
0.039). Inspectionof thedatashawvs thattherewas

Participants’scoredor eachanimalon the Fear a smallerdifferencebetweenCompatibleand In-

Beliefs Questionnaireshaved a significantinter compatibletrialsin the olderagegroup.

-
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Figure 3: Mean reactiontime by trial type over
time

5 Discussion

Thehypothesighatvalencednformationaboutan-
imals would have a greaterimpacton childrenat
thedevelopmentaperiodatwhichanimalfearsare
mostcommonand at which animal phobiasmost
commonlybegin wasupheldfor oneof threemea-
sures.No differencewasfoundbetweerolderand
youngerchildren on a direct questionnairenea-
sureof fearrelatedbeliefsandattitudeqthe FBQ),
nor on a direct beh&ioural measureof how long

it took to approachandstrole the animals.Where
a differencedid appearwasin the IAT - an indi-

rect, implicit task, the resultsof which are not a
directresultof the consciousehaiour of the par

ticipant. It maybethatthedifferencein sensitvity

to valencednformationonly shavsupin tasksthat
areimmuneto participants’conscioustrateising.
Thisexplanationcouldbefollowedupwith arange
of otherimplicit tasks,suchasaffective priming.
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1 Intr oduction

Most natural languageprocessingsystemsneed
syntacticanalysisto someextent,andthereforere-

quire a parseranda setof grammarrules. While

therehasbeena lot of researcton variousparsing
algorithms,the problemof how to obtaina gram-
mar hasreceved lessattention. This shortpaper
introducesaframevork ontheautomatianduction
of grammarules.

2 Superwisedvs UnsupelvisedLearning

Thevariousapproachet linguisticknovledgeac-
quisition can be separatednto two camps: the
supervisedand the unsupervised.Supervisedap-
proachesassumethe existence of some golden
standardo guidethelearningprocesswhile unsu-
pervisedonesdo not. Suchgoldenstandarccould
be,for example,alargecollectionof text annotated
with correctgrammaticalstructure. Although su-
pervisedapproachegive muchbetterresultsat the
currentstateof theart, they areundesirabldor two
reasons.First, building the goldenstandards an
extremelylaboriousandtime-consumindask. For
thisreasortherehave notbeensuficientresources
like annotatedext for mary languages.Second,
supervisedapproacheslo not explain how human
beings learn language. Obviously, no children
learntheir native language®$y beingtold thatsuch
andsuchsequencesf words/part-of-speeckare
callednounphrasesegtc. Thereforeunsupervised
approachearemorepreferablen boththeoretical
andpracticalterms.

3 Parameter Learning

A widely establishedinsupervisegrammaiearn-
ing techniqueis the Inside-Outsidealgorithm
whichis in factanapplicationof the Expectation-
Maximization algorithm in statistical inference.
Putit in simpleterms,whatthe Inside-Outsideal-
gorithmdoesis to iteratively re-estimate@neof the
following figureson the basisof another:

¢ theprobabilitiesof grammarrules

e how mary timestherulesareusedin parsing
acollectionof text

It is proved that suchiteratve re-estimationwill
corverge to a stablesetof figures,thoughit may
bealocal maximumonly.

Thereis a big problemwith the Inside-Outside
algorithm: what are the things whose probabili-
ties areto be estimated?Before we estimatethe
probabilitiesof grammarrules,we shouldfirst de-
cide which rules exist in the grammarand which
rulesdo not. In the jargon of statisticallanguage
learning, what the Inside-Outsidealgorithm does
is merelyto learngrammarparametes (i.e. rule
probabilities).We arestill left with the problemof
learninggrammarstructue (therulesthemseles).

4 Structure Learning

The choiceof a setof sensiblegrammarrulescan
be conceved asa problemof classification:

1. the classificationof all sequence®f cate-
goriesinto legitimate onesand illegitimate
ones.(E.g.thesequenc@DJECTIVE NOUN is
a legitimate phrasewhile PREPOSITION DE-
TERMINER is not.)

2. theclassificatiorof all legitimatecateyory se-
guencesnto differenttypesof phrase. (E.g.
the sequenc®ETERMINER NOUN is a noun

phrasewhile VERB NOUN is averbphrase.)

In machindearning,thereis anareacalledclus-
tering, which investigateautomaticclassification.
A clusteringalgorithmtreatsdatapointsasvectos,
eachdimensionof which correspond$o a particu-
lar featue. It thengroupsthe vectorsinto several
classesor clustes, in accordancevith somemet-
ric for measuringhe distancebetweervectors.In
orderto apply someclusteringalgorithmto gram-
mar learning, therefore,we have to representhe
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candidatghrasegsequencesf catgories)asvec-
torsof somefeaturesandfind awayto measur¢he
distancebetweerthem.

In thetradition of structurallinguistics,a phrase
is characterizedby its distribution, or syntactic
context. For example,if the phraseDETERMINER
NOUN is situatecbetweeraverbandapreposition,
thenthepair[VERB - PREPOSITION] isacontext of
the phrase.If thereareN typesof cateories,then
thereare N? typesof contet. Eachcontext type
canbetreatedasa feature andits valuecanbethe
frequeng or probabilitythata phraseés situatedn
thatcontext. Thereforeaphrasecanberepresented
asanN?-dimensionalectorof syntacticcontext.

As to themeasuresf distancemary consumers
of clusteringalgorithmsadoptthe Euclideandis-
tance.Yettheresultsof ourpilot experimentshav
that this metric performspoorly. However, if the
featurevaluesof vectoraretaken asprobabilities,
theneachvectoris itself aprobabilisticdistribution
over the contet types. Thereare several metrics
proposedby information theoriststo measurehe
distancebetweenprobabilisticdistributions. The
pilot experimentgevealthatmostof thesemetrics
give very goodclassification®f part-of-speeches.

5 Conclusionand Futur e Work

This paper introduces a feasible approach to
learning grammarstructure, which can be com-
bined with the Inside-Outsidealgorithm to form
a comprehense stratgy in grammaracquisition.
Our pilot experimentsshav that the approachis
promising. In future a completegrammarlearn-
ing systembasedon distributional clusteringwill

be developed.
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1 Intr oduction

Whatbearing,if ary, might the conceptof ‘alien-
ation’ have on issuesin the Philosophyof Cogni-
tive Science?o answethiswefirst needo decide
whatis meantby ‘alienation’.
Theterm‘alienation’is usedin avarietyof ways
in everyday discourseand in disciplinessuchas
Sociology Law andPsychologybut the concepiof
‘alienation’| wishto examine whilst notunrelated
to mary of these,is from a perhapdessfamiliar
source- thewritings of theyoungKarl Marx.

2 Marx’ sconceptof ‘alienation’

Marx’s conceptof alienation, itself a develop-
mentof earlierwork by Hegel and Feuerbachre-
sists easysummarybut often a commonstarting
pointis theaccountfoundin the 1844Manuscripts
(McLellan, 1987). Hereit is assertedhatin Capi-
talistsocietiesalienatedabour’ manifestdtselfin
four ways:

1. alienationfrom the productof ones labour
2. alienationfrom onesown productve actwvity,

3. alienationfrom mans“speciesbeing” (manis
alienated'from his own body, natureexterior
to him andhis intellectualbeing, his human
essence”)and

4. alienationfrom otherhumanbeings.

Ignoring for now the problemthat the third of
these‘dimensions’of alienationdoesnot seemto
be ‘of atype’ with the otherthree,we might get
at leastsomeideaof whatMarx is sayingby not-
ing thateachof thesedimensionsanbeviewedas
having a doubleaspecinsofar asit hasa practical
basig(somethings actuallytakenfrom theindivid-
ual) anda ‘psychological’ consequenfthat which
is taken away comesto be viewed as‘separate’or
‘strange’). To illustrate: in thefirst case the prod-
uctof theindividual’s labouris practicallyremoved

from him (it belongsto his emplo/er) andasare-
sult it confrontshim “as an alien object that has
power over him”.

3 Sowhat?

Whathasary of this got to do with Cognitive Sci-
ence- Cognitive Scientistdhave no particularinter-

estin the detrimentaleffects of factorywork after
all? Well theideais that,despitehaving its rootsin

thearenaof production;alienation’is notjustcon-
finedto theworkplacebut canmanifestitself more
generallyin our everydayandtheoreticalconcep-
tionsof theworld. (Herethereis someoverlapwith

the conceptof ‘ideology’). If this theoryis true
then it seemsto me at least plausiblethat some
such‘alienated’ conceptionscan be found in the
Philosophyof Cognitive Science. Threepossible
candidatesregivenbelow.

e Strong Al - The notion that a technological
artefact can literally exhibit its own intelli-
gencemight be construedas an example of
“alienationfrom the productof labour”. On
the onehandthe hopefor genuinestrongAl
speak®f amisplacedrojectionof onesown
powversontoinanimatematterin thesameway
thatarteficts(e.g. masks)wereimbuedwith
magicalpowers in earlier societies. On the
other handwe might say that it speaksof a
lack of recognitionthat the very real intelli-
genceembodiedin technologicalartefctsis
humanat sourcebecausehe productof hu-
manlabourpower.

e The'Other Minds’ Scenario- Thisis thesce-
nario which posits the need for inferential
or other cognitve mediationbefore one in-
dividual canrecognisethat otherindividuals
are owners of minds. It is to be found in
traditional Philosophyof Mind (Ayer, 1956),
lesstraditional Philosophyof Mind (Dennett,
1981)andis alsoto befoundin certaininter
pretationof ‘Theory of Mind’ in Psychology
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e.g. (Baron-Cohen,TagerFlusbeg, & Co-
hen, 2000). Sucha scenariocould be con-
strued as a variant of the “alienation from
otherhumanbeings”theme,andthus critics
of this scenariosuchas (Wittgenstein,1953)
andthosewith ‘2nd Person’phenomenolog-
ical perspecties (Thompson,2001) can be
viewed as part of a counter- ‘de-alienating’
- tendengy.

Cybogs - Accordingto Marx, while “nature
is the inorganic body of a man” this stateof
affairs becomesnvertedin capitalistproduc-
tion wherethe labourerbecomes “mereliv-
ing appendagedf the machine.This version
of ‘alienationfrom body’ (part of alienation
from speciesbeing) implies the individual's
consequenteductionto atechnologicaklarte-
fact. In Philosophyof Cognitive Sciencevari-
ationson this themeareto be foundin spec-
ulation aboutthe physicalintegration of hu-
man consciousnessvith technologicalarte-
facts(Clark,2003)andalsomoregenerallyin
the conceptiorof mentalstatesandprocesses
assiliconrealizable.

How corvincing aretheseexamples?Is it just
a questionof patternmatching,in anadhocfash-
ion, variousdisparateslementsf theoryfrom the
Philosophyof Cognitive Sciencewith ill defined
constructérom anoutmodeddeology(Marxism),
or is there somethingexplanatorily useful to be
gainedby suggestinghat‘alienation’is rife in the
Philosophyof Cognitve Science? (Any expres-
sionsof opiniongratefullyreceved.)
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1 Intr oduction

Evolutionaryroboticsis a branchof Artificial Life
in which the morphologyandcontrol structuresof
robotsarealteredovertimeto adapto certainenvi-
ronmentsor performcertaintasks. Broadly these
evolved robotsare usedin the exploration of two
main fields - the study of biological life andevo-
lution, andthe studyof robotengineeringMy re-
searchinvolvesthe useof roboticsto studycharac-
teristicsof living organisms By evolving robotsto
duplicatebehaiours anddevelopmentaprocesses
found in nature,we can test hypothesizesabout
their origin andfunction. Mostwork in evolution-
ary roboticsis performedon robots simulatedin
a computer and concentrate®n the evolution of
their controllers. However, |1 concentrateon the
adaptionand changeof their physicalshapesand
morphologies.

2 Evolution of Robot Brains and Bodies

In 1992,RandallD. Deer(Beer1996) highlighted
theuseof dynamicalrecurrenineuralnetworksfor
the control of mobilerobots. A neuronnetwork is
a controlstructurethatcanmake choicesbasedon
thetypeof noisy cloudyinformationthatwe expe-
rienceasliving thingsin theworld on aday-to-day
basisratherthanthe symbolickind thatcomputers
normally require. Dynamcialmeanghe controller
usestime asan integral part of the way it works,
and recurrentmeansthat the outputsof the con-
troller canfeedbackinto its input. Beerusedthis
controllerto createa simulatedwalking robot in
the shapeof a cockroachamongotherthings.
Today this type of controller is heaily used
within the evolutionary robotics field asit is so
suited to evolutionary developmentby meansof
naturalselection A populationof simulatedobots
is createdwithin a computer all with randomly
configuredbrains. They aresetto performatask,
or shav a behaiour, andaregradedon how well
they do. Theonesthatdothebest,eventhoughthis

may not be very goodat all, areallowedto repro-
duceandreplacethe robotsthatdo not do sowell.
Thesebetterperformingrobotsare saidto be fit-
ter. Eachtime anew child robotis createdandput
into the population,a smallrandomchangeoccurs
to its controller so it may behae slightly differ-
ently from its parent. In a lot of casesthe nev
robotwill begradedworsethanits parentbutin a
few casesit may performbetter Thesebetterones
in their turn have a greaterchanceof reproducing,
and hencepassingon their patternsof behaiour.
It's alsopossibleto evolve the physicalshapeof a
robot.

In the early nineties, Karl Sims(Sims,1994a,
1994b) producessimulatedrobots that consisted
of differently shapedlocks. He evolved themto
fight for possessiorof a box in a gladiatortype
contest.The robotsevolve mary stratgiesto beat
theircompetitorandcapturethebox- for example,
they developedstronglimbs to pushtheir competi-
tor away andgrabthe box. Inspiredby this, | pro-
ducedsimilar robotsto producedifferentlocomo-
tive behaiours. First,apopulationof singleblocks
is created.They areinitially unableto move atall,
giving themall a fithessof zero. Parentsareran-
domly pickedandreproducedWhilst reproducing,
mutationsappeatin the instructionsusedto spec-
ify thechild robot's shapeandthe configurationof
their brains. This makesthemlook slightly differ-
ently Eventually they develop strangeshufling
motions,or limbs thatallow themto walk. Some
evolved single limbs to pull themseles along. |
repeatedhe experimentswith swimming robots.
Theseevolved paddlesandsteadyingarms.

Next | addedsensorsTheangleof all theblocks
in relationto eachotherwere fed into the brain,
so the agentknows the relatve positionof all it's
parts. Light detectingsensorghat stimulateneu-
ronswhencertaincoloursenterafield of view were
addedgiving theagentsasimpleform of vision. A
typical taskl evolvedfor a populationto do wasto
move, searchingor blocksof a particularcolour,
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approachthem,andmove themasfarasthey could
by pushingor rolling it. | foundthatthe physical
morphologyof theagentsalteredcompletelyto en-
ableit to performthe taskbetter Thefront of the
agentchangedso thatwhenthe agentanda block
werein contactthephysicalshapeof theagentvas
instrumentin keepingcontact,ratherthanthe vi-
sionsensorsThisis anexampleof embodiedcog-
nition.

3 Future World

| planto usetheserobotsto demonstrateand re-
searchdifferent aspectsof biological organisms,
suchassensordevelopmentandsocial behaiour.

| also hopeto develop a methodby which simu-
lated robots whose morphologiesand controllers
have beenevolved with in computersanbe phys-
ically built and have the samebehaiour astheir
simulatedcounterparts.
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1 Intr oduction

My researchs concernedwith the diffusion and
practiceof literagy amongstheruralworking class
in thenineteentltcenturySussg Weald. The quan-
titative part of my work attemptgo capturea pro-
file of 19th centuryliteragy levelsin the Wealdas
outlinedin lastyears White HousePaper(?). The
qualitatve part of the study focuseson studying
Wealdenworking classliteragy practicesin order
to help answerquestionsconcerningpeoples be-
liefs andexpectationsaboutthefunctionandvalue
of literagy, bothfor individualsthemselesandfor
their children.

2 Exploring acommunity’s literacy

Oneway to explore a communitys literagy prac-
ticesis to look at what peoplewrite. A number
of 19thcenturyworking classdiaries,journalsand
lettershave beenpublished,including somefrom
Sussg, but my aim hasbeento try to locateorig-
inal unediteddocuments. In orderto do so, ap-
pealswere madeto descendantsf villagerswho
malke up my researctgroup,which have produced
someunpublishedandhithertounknavn writings.
Additionally thereare copiesof lettersand some
original diariesandjournalsdepositedn the East
Sussg RecordOffice. This materialreveals not
only theinterestsandconcernf thevariouswrit-
ers, but also provides first-hand, althoughsome-
timescircumstantialgvidenceabouteducationlit-
eray levels, dialect, pronunciationand, impor-
tantly, peoples attitudesto literagy.

This paperwill focus on one newly-surfaced
item; a ‘Dairy Book’ (sic) (?) keptbetweenJuly
and November1829 by Geoge, the 11-yearold
son of JamesWhite, blacksmith and farmer at
Chiddingly andhis wife Mary.

Geoge attendedthe village school run by
Richard Lower, fatherof the Sussg antiquarian
Mark Anthory Lower. At the time he wrote his
diary Geoge hadleft schoolandwasworking asa
laboureron his fathers farm. Geoge diedagedl7

in 1835.

The diary provides alundantinformation on a
numberof topics of interestto social historians:
work, agriculturalmanagementamily life andre-
lationships,religious obserance, householdrou-
tinesandfamily visits. My interestis in the extent
to which Sussg dialectand/orGeoge’s shortedu-
cationaccountfor his syntaxandhis spelling,and
what canbe deducedrom the diary aboutfamily
literagy practices.

Stylistically the diary is repetitve. Entriesare
short; mostcontainjust a few lines. Theseinvari-
ably start with a descriptionof the weatherfol-
lowedby areportof theday'swork, actuities, visi-
tors,journgys andoutings.Eachentryis concluded
with asmary numeraldrom oneto tenasfit onthe
line. Nowherein the diary doesGeoge reflecton
experience®r provide ary evaluatve commenin
actwities or events. Arguably self-analysisvould
beunusualn childrens writing today andsomuch
moresoin thewriting of childrenin afarlessself-
consciousage.

Otherwise the diary is notablefor its equalde-
greesof relative sophisticatiorandrusticor child-
ishsimplicity. Geogemayhave acquirechishand-
writing styleduringhistime atschoolwhich prob-
ably lastedfour or five years Jongerthanwascom-
mon amongsthis contemporariesHis lettersand
numbersareformedin anitalic scriptthatwasthe
educationahallmark,althoughrandomcapitalisa-
tion of propernamesnounsandadjectvescharac-
teriseshis writing. The diary containsalmostno
punctuation.

Geoge’s writing shovs a number of non-
standardspellingswhich may indicatea localised
pronunciationg.g. ‘Boreship’ for ‘Boship’, ‘Her-
ringly’ for ‘Hellingly’ (17 times),'Furrell’ for
‘Firle’ and ‘passel’ for ‘parcel’. Occasionally
his non-standar@gpellingsappearo conformwith
19th century variable spelling corventions, e.qg.
‘stopt’ for ‘stopped’and‘bornd’ for ‘born’. Oth-
erwise, some non-standardspellings are regular
throughouthediary, e.g.‘poney’ and‘Fier’ which
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never appearas ‘pony’ or ‘fire’. Otherspellings
vary, e.g. ‘Chapel’ and ‘Chaple’, ‘beens’ and
‘beans’. Among local dialect words are Wimen
(winnowing); Theking (thatchingahaystack)and
Egeten(hoeing)(?) The grammaticalstyle of the
entriesis singleclause pasttensedeclaraties (al-
though‘came’ is alwayswritten ‘come’). Sophis-
tication of constructionis achieved by joining two
suchclauseswith the conjunction‘and’, inscribed
as an italic +. Geoge’s habitual preposition+
gerundval constructionasin | wentto gathering
currantsis sometimesput not consistently writ-
tenwith -enratherthan-ing ending,asin | went
to picken up potatoes& to Gatheen apples But
this cannotbe accountedfor as merely childish
idiolect since the identical constructionalso ap-
pearsin the maturewriting of others(?) and(?).
Elsavhere Geoge writes | went to stripen hop
poles& StepherFunnellwentto stadken of them
the latter phrasebeing, aguably a preposition+
pronounconstruction;similar versionshave been
identifiedin othersouthermdialects,althoughwith
the-ing ratherthan-eninflection, viz:“penningof
‘em” (Wiltshire and Dorset) and “sharpeningof
en’ (Dorset)(?). A discontinuouphrasalverbcon-
structionappearsn several places,for examplel
wentto picken up pottatoes& James& Stephen
wentto Digen of themup. This constructionhas
alsobeenidentified elsavhere;the Surwy of En-
glish Dialectsreports“bagging of her up’ from
Berkshireandfrom Cornwall “galing of themup’
(?).

The non-standaragyntaxof Geoge’s diary ap-
pearsthereforeto owe more to the local dialect
thanto lack of or apoorstandardf educationHis

spelling is mostly inconsistentand demonstrates

both local pronunciationand imperfectly learned
systems.

Butit is in termsof a literagy practicethe diary
is intriguing. No other19th centuryworking class
child’s diaryis known, which begsquestionsabout
its function. As a blacksmithandfarmer Geoge’s
fatherwasprobablyaswell off asmary of hiscon-
temporariesput at a time of agriculturaldepres-
sion and poor hanestshe couldnt afford to keep
his eldestsonatschoolbeyondtheageof 10, need-
ing his labourto run the farm. Clearly the family
valuedschooling;on 14th AugustGeoge records
‘| wentto scoolin BenjaminStead Theplacehad
beenpaidfor, but whenGeoge’s youngerbrother
couldnot attendthe expensewasnot to bewasted.
Perhapsis parentencouragedeogeto keepthe
diary in orderto presere his literacy skills, which

might explain the numeralsfollowing eachentry,
sincethey sere no obvious purposeaxceptthat of
thepracticeof writing. Thereis noway of knowing
whetherthediary Geogewrotewasapolishedver
sion, previously draftedandcorrected pr whether
hewroteit himselfwithoutbeingoverseenGeoge
wasnt the only memberof his family to keepa
diary; his sister Naomi, born two monthsbefore
Geoge died and destinedto becomethe village
schoolmistresskepthersin the 1850s.In thisfam-
ily, then,thereappeargo have beena tradition of
respecfor literagy andlearning,whichin the 19th
centurycharacterisedpperworking classartisans
like JamedNhite andhis family.
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1 Intr oduction

Proponentsf theembodiedapproacho Cognitve

Scienceconceve of knowledgeandunderstanding

in termsof our masteryof skills for interacting
with the ervironment. Our comprehensiomwf the
world welivein is expressedhroughour ability to
actadaptvely within thatworld. This, oneof the
fastestgrowing conceptionsof cognition, implic-
itly dependsipontheideaof purpose.

Skills, or mastery seemonly ever to be anabil-
ity to manipulatesomethingreliably to one’s own
ends. Adaptveness. relatedly seemsto be the
altering of behaiour (often deliberately)so that
ones own interestsare satisfied. Interests,goals,
intentionsandpurposesrea constellatiorof con-
ceptsthathave beengiven precioudlittle consider
ationwithin Psychologyor Cognitive Science.

This lacunain the state of the art has been
touchedon by numerousauthorsover the past
few years. It hasbeenthrown into relief by au-
thors from the embodimentand dynamical sys-
temscampsmostnotablyby thephilosopheAndy
Clark, and psychologistMerlin Donald. In a se-
riesof articles,Clark (2002,2001)hasidentifieda
needfor a meansof describingdeliberate,inten-
tional action. Drawing on the neuro-psychologida
work of Milner (1995), Clark notesan apparent
dichotomyin the mannerin which the brain pro-
cessesurinteractionswith theworld. Onestream
of visualprocessingthe dorsalstreammaybe ad-
equatelyexplainedby arich descriptionof the de-
tailed workings of the humanorganismin visuo-
motor action. The ventral streamof consciousvi-
sualperceptionappeardo operateon moredelib-
eratve principlesthanimmediatebehaiour. These
areprincipleswith which contemporaryCognitve
Scienceis ill-equippedto deal. Merlin Donald
(Donald, 2001) also identifies intention and pur-
poseas centralto mentalfunction, in the context
of anincisive criticism of Psychologyand Cogni-
tive Sciencefor ignoring the importanceof these
concepts.Donaldarguesthat the skillful, intricate
actiitieswhichwe seeroutinelyin people(suchas
holdingones sidein a prolongeddiscussioror ar

gument)wouldbeinconcevable,let aloneexplica-
ble, without makinga persons intentionsor goals
centralto our understandingf cognition.

2 A Outline of Goal-DirectedConcepts

Basedon Donalds descriptionof levels of aware-
ness, | offer a rough taxonomy of such con-
cepts,.This differentiatedasicbiologicalinterests
(closely associatedwith homeostaticfunctions),
from domain specificreasony la Hurley, forth-

coming),andmoreabstracpurposesPurposesre
ervisagedaslongerterm,allowing the organismto

reactnot simply to the immediatesituation,but to

string reasongogetherin particulartemporalor-

der, to respondto situationswhich are dravn out

over prolongedperiodsof time. Thekindsof situa-
tionswhich demandourposve ratherthanrational
behaiour aresituationsn whichthereis nosingle
directandimmediate(thatis, within the spanof a

short-termworking memory)responseo what is

goingon

2.1 Interests

Intentionsareinevitably directedat ends,andthus
begin with a creaturebeinginterested.By this, |
do not meanto imply curiosity enjoymentor ary
kind of referenceo hobbies.| usethetermmorein
thesenseof whenwe say“financialinterests”.The
Oxford EnglishDictionary offers: “the relationof
beingobjectvely concernedn something”.

Every living thing hasa rangeof interestsusu-
ally becauséhey fairly directly concerntheir wel-
fareor survival. Theseinterestanay be basicsur
vival needsreproductre motivationsor othersim-
ple factsaboutthe creaturewhich will give cer
tain factsaboutthe immediateernvironmentvalue.
For somethingwith intereststhesearevery basic
forms of implicationin theworld. An organism$
interestswill be determinedby the basicphysical
requirementf its make-up. They will generally
coincidewith the creatures needshput | do not be-
lieve that the conceptof needexhaustsinterests.
An animal,for instancemayhave no needto mate
(for its own survwal), but its biological make-up
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may malke suchactvity oneof its interestspneof
thosethingswhich affectthe organisms behaiour
without ary real mediationbetweenmpacton the
creatureandreactionto thatimpact.

More complicatedanimals, perhapsthose ca-
pable of associatie learning of particularkinds,
would be capableof reactingnot only according
to theirimmediateinterestsput ratheron the basis

of amoreabstracgoal-directecconstructreasons.

2.2 Reasons

SusanHurley (forthcoming) hasarguedthat rich
conceptuahbilities (andthe inferential promiscu-
ity they imply) arenot necessaryor an animalto
have reasonsandfor thosereasondo be the ani-
mal’s own. Shedescribedwo featuresof actions
which are sufiicient for thoseactionsto be done
for reasons holism (the differentiationbetween
meansand ends)and normatvity (the possibility
of actionin error). An animal capableof acting
in sucha way acts not accordingto the simple
changesn the statesof its interests,but for rea-
sons.

However, becauseof the fact that reasonsare
coupledto interestsby a limited associatie sys-
tem, rationality and reasoningwill be context-
bound.Thatis, wewill seewhatHurley (forthcom-
ing) refersto as“islandsof rationality”. The ani-
mal will learnthe implicationsof new patternsof
stimulation,but will do sowithin particularsitua-
tionsor domains.Thoughit will be possibleor be-

or situations, identifying contexts given particu-
lar types of propertieswhich are extant in the
world. If anagentis capableof generatingtheir
own suchcontet-determiningpropertiesthey are
effectively capableof transformingthe context of
the presentaction, manipulatingthe implications
of thesituationandorganizingreasongindactions
accordingo longertermgoals.
Suchfreedommeansthat the purposefulagent
is capableof extendedpracticalreasoningBy fix-
ing certainrepresentationsoncerningthe future,
presentsensationgsregiven a new layer of impli-
cation. Thatfuture becomes new context which
providesfurther value andimplication to the per
ceptualworld of the agent. Thesefuture-directed
representationplay a rle describedor intentions
by Bratman(1999)in his planningtheoryof prac-
tical reasoning By fixing certainfuture actionsor
endstates by commttingto them- we setthe pa-
rameterof practicalreasoningKnowing thesere-
quirementswe canreasontowardstheir satisac-
tion. Even given caseswith two equally attrac-
tive options(so-calledBuridan cases)ve become
capableof making a decisionand forming inten-
tions not on the basisof the merits of one option
over the other but on the meritsof having to malke
somedecisionasrequiredoy thecommitmentsear
lier made. Intentions,for Bratman,arethusstates
of mind which braclet and constrainreasoning
from themomentthey areformedsuchthatactions
consistentvith thembecomemorelikely, andthe
agentwill actrationally (thatis, accordingto their

haviour within a domainto be flexibly respondant goals).

to subtlechangesn implications,cognableprop-
ertieswill only be perceved wherethereis some
structureor scafold in the environmentto male
reliablethe relationshipbetweerthe eventandthe
implied. Somereinforcermustbe presenaisanin-
dicatorof therelationship.

Layeringeven more complex andrich forms of
implicationinto the world is possibleoncean ani-
malbecomegapableof teachingtself, ratherthan
have to wait for areliability in the relationshipbe-
tweenanew eventandaknown concern.Oncethe
creaturecantake commandof its own reasonsit
becomegapableof reactingpurposefully

2.3 Purposes

Purposesare not closely associatedvith particu-
lar actions. Rather in much the way that rea-
sonsaremoreabstracstructure®f interestglaced

in contet, so purposesare structuresof reasons.

Reasonsre contetualizedto particulardomains

3 Conclusion

Whatis offeredhereis afirst steptoward a frame-
work for intentionscontetualizedwithin contem-
porary Cognitve Science. It is expected that
a changein viewpoint, revaluing the crucial rle
playedby goals,intentions,purposesandreasons
in humancognition,will leadto someinterestingly
nev understandingof mary phenomenawithin
Cognitive Science.
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1 Intr oduction

Onehundredyearsfrom now, peoplewill undoubt-
edly be corversing freely with their computers.
Theobviousquestionis, how will thosecomputers
do syntacticanalysisof eachsentenceFor exam-

ple, | mighttell my computer:

1. I'll buy thecarwith greenpropellers

It would thencorrectlyidentify | asthe subject,
buy asthe verbandwith greenpropelless asanad-
junct of the objectcar. It's extremelyimportantto
getthis right, sincethis analysisleadsnaturallyto
asemantidnterpretatiorwherel wantthecarwith
the optionalgreenpropellerblades.Unfortunately
thereis a secondanalysiswherethe prepositional
phrasewith greenpropelless modifiestheverb,im-
plying that| wantto purchasea flying car using
greenpropellersascurreng. Syntaxis afirst step
towardsunderstandinganguageandthe ultimate
goalof my researchs to createcomputerghatare
capableof suchunderstanding.

As this exampleillustrates, the key stumbling
block is ambiguity Armed with ary reasonable
grammarof English,every sentencevill have hun-
dredsor thousandof possibleanalyses.Parsing
programsusually work by assigningmathemati-
cal probabilitiesto every possibleanalysis,based
on evidencetaken from a large corpusof training
material. This paperdescribeghe problemswith
thesecorporaandhow we canovercomethem.

2 The unbearablescarcity of data

Thebasictechniques to obtaina large numberof
sentencealongwith the correctsyntacticanalysis
for eachone. We choosea selectionof language
featuresandthencounthow mary timeseachfea-
ture appearsn the training corpus. For example,
if greenjetsappearsith car threetimesandwith
buy once,thenwe would correctlychoosethefirst
analysisfor the sentencabove. Naturallyonecan
tweakanddevise moresophisticateanodels,pro-
viding hoursof entertainment.

parser

Unfortunatelytherearealot of wordsin the En-
glish languageandmostof themappearquite in-
frequently Evenin anenormoudraining corpus,
mostwordswill only appearonceif they appear
at all. If we have not seena word before, then
our simple model facesa hard road in deciding
betweernintepretationsWorse,enormoudraining
corporaarevery hardto comeby sinceevery sen-
tencehasto behand-analyseddy humanannotators
- adauntinglyboringtask.

One way around this is to ignore words al-
together or at least group words into well-
definedcateyoriessuchasnouns,verbsandadjec-
tives. (Carroll, 1993) hasdevelopedsucha non-
lexicalised parserand the resultsare surprisingly
good. A fair numberof potentialambiguitiescan
beresohedjustby lookingathow nounsandverbs
behae in geneal ratherthan consideringthe ac-
tualwordsthemseles. Unfortunatelytherearestill
somestubborrkindsof ambiguity suchaspreposi-
tional phrasesthatreally needlexical information
toresohe.

3 Bootstrapping for fun and profit

My researchaimsto improve the accurag of this
parserby adjustingthe probabilitiesit assignsto
eachcandidateparse. Insteadof modifying the
parseiitself | have developeda separatestatistical
modelthat reranksits output. This modelconsid-
ersbothlexical andnon-lexical featureslit canalso
considettheentireparsewhenassigningprobabili-
ties— thebaseparseiis forcedto make somedeci-
sionsbeforeit hasfinishedanalysingthe sentence.
The problemof trainingdatais solved by a neat
trick: usingthe outputof the baseparseritself to
train the new model. This bootstrappingpproach
allows us to createas much training dataas we
want, but of coursethe datais not asaccurateas
wewouldlike. Worse thebaseparselis mostinac-
curatein exactly thoseareaswe wantto improve.
Nevertheless] have managedo achie/e a slight
increasén accurag usingthistechnique. Thekey
is to screerthedataandonly learnfrom unambigu-
oussamplesFirst, eachparseis brokendown into
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its constituentssuch as the subject-erb relation
(’m writing), the verb-object(writing thesis)and
modifiers(writing ontable).
Thevariousanalysedliffer in how they treatta-
ble, but they all agreethatthe predicatenriting be-
longswith the subject’m. Thereforel cankeep
thatrelationin my training dataand eliminatethe
othertwo. The table belov shaws the resultsof
the baseparser my rerankingmodel and an ora-
cle thatmagicallychooseghe bestparsefrom the
top 5 candidatesThis is anencouragingalthough
not statisticallysignificantresult. The new model
is still failing in mary of thesameareasasthebase
parserin particularwith prepositionaphrases.

BaseParser| RerankingModel | Oracle
76.7 77.2 82.0

This approachopensup several avenuesfor re-
searchthat are closedto peopleworking with tra-
ditional human-annotatedorpora. Firstly we can
examine how the parsing performanceimproves
with very large amountsof training data. A sur
prisingresulthereis thatlarge corporaarenotnec-
essary sinceaccurag levels off oncethe corpus
has10,000- 30,000sentencesSecondly we can
train andtestthe parseron differentkinds of lan-
guage.A parsertrainedon scientificjournalswill
learndifferentprobabilitiesto onetrainedon prose
and poetry for example. This is an ongoingre-
searcharea.
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This paperdescribesny interestto improve ed- with mastery/performanceoal orientation will
ucationalsoftwareby takinginto accounttudents’ be more motivated with the respectre mastery-
motivational statesduring the interaction, giving oriented/performancerientd system.In orderto
particularattentionto their goalorientations. prove it, the Ecolabsystemwill beused.Thisis a

On one hand, some motivational stratgies learningernvironment(with domainin food chains
(Keller, 1987; Malone & Lepper 1987) propose andfood webs)developedto explore the way in
thatthe softwarehasto fulfill severalrequirements which a computerisedutor might offer collabora-
in orderto have morepossibilitiesto maintainthe tive support(Luckin & duBoulay,1999).
users motivation. In Tablel areshavn the points
in commonbetweerthesestratgies. References

On the other hand, goal theory (Ames, 1992;

Dweck & Elliot, 1988; Nicholls, 1984) classi- Ames,C. A. (1992). Classrooms:Goals, struc-

fies studentsinto two main groups: studentswith tures,andstudenmotivation. Journal of Ed-
mastery goals who aim to develop new skills ucationalPsydology, 84, 261-271.
andcompetenciesand studentswith performance Dweck,C. S., & Elliot, E. (1988). Goals: An ap-
goalswhotry to demonstrateompetencer try to proachto motivationandachierement.Jour-
achieve athigh levelsof normatve ability. In addi- nal of Personality and Social Psyology,
tion, it is suggestethatmoreeffort is expendedy 54, 5-12.

mastery-than performance-orientedtudentsbe-

causethe former think that by attemptingmore, Keller, J.(1987).Stratgjiesfor stimulatingthemo-

they have morepossibilitiesto achieve their goals; tivation to learn. Performanceand Instruc-

wherethe latterthink thatby spendingmoreeffort tion Journal, 20, 1-7.

they shav lack of ability (Dweck& Elliot, 1988). | gnner M. R. (1988). Motivationalconsiderations
So,shouldt(_aacheraskfor moreeffort from stu- in the study of instruction. Cognition and

_dentsvyho believe thg'tspendlngnore effort is an instruction 5(4), 289-309.

indication of low ability? It seemsmore reason-

ableto chooseanindirectway to getthe samefi- Luckin, R., & duBoulay,B. (1999). Ecolab:The

nal result: spendmore effort. For instance,we developmentandevaluationof a vygotskian
believe that stressinghe students’goalscan mo- designframework. InternationalJournal of
tivate themto keeptrying until they getthe cor Artificial InteIIigencein Education 10, 198—
rectresult. In relationto feedbackit is suggested 220.

thatthisshouldbefrequent,cleag co_nstructs've and Malone,T. W., & Lepper M. R. (1987). Making
encouragingLepper 1988), attributing successo learningfun: ataxonomyof instrinsicmoti-

personakffort (Keller, 1987). With respecto this, vationsfor learning. In Aptitude learning
studentswith differentgoal orientationsshouldbe andinstruction.volumea: Conativeand af-

offereddiffe.rentfeedbacktaki'ng into accounthat fectiveprocessnalysegVol. 3, p. 223-251).
ma_stery—onented;tudentsattrlbute the succesgo Hillsdale, New Jersg: LawrenceErlbaum
their effort, where per'f'ormance-orlenbbstudents Associatesinc. Publishers.
lay their succes®n ability.

To summarizethe main hypothesigfor this re- Nicholls, J. G. (1984). Conception®f ability and

searchis thatproviding a goalcontect correspond- a_lchifa/er_nemmotiv_ation. In Reseath onmo-
ing to student goal orientation,their motivation tivationin education(Vol. 1, p. 39-73). San
could be affected positvely. That is, students Diego, CA: AcademicPress.

67



Tablel: Pointsin commonbetweerKeller's andMaloneandLeppers motivationalstratgies

a) variability in audioandvisualeffects;

b) cleargoalsor anernvironmentwherethe studentsangenerateghemfor themseles;

c) instructionresponsie to learnemotivesandvalues(meaningfulgoals);

d) appropriatenetaphor®r analogies;

e) challengingexperienceggradeddifficulty levels);

f) techniquedo offer personalcontrol (responsie learning ervironment, actvities with
moderatelyhigh levels of choice);

g) frequentclear constructie, andencouragingerformancdeedback;

h) verbalpraise realor symbolicrewards;
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1 Intr oduction

The structuralrole of the postposedyrammatical
subjectin sentencesvhich have undegoneloca-

tive inversionhasbeenatopic of somecontrorersy
for sometime, with Perez(Perez,1983):141call-

ing it the subjectof the verb while Bresnanand
Kanena (1989):15refer to it as an unaccusate

object, that is, the grammaticalobjectthat occu-
piesthe subjectpositionin intransitve verbs,such
asnna‘sit’, goroga ‘arrive’. Locatie inversion
refersto a situationin which the grammaticakub-
ject and the locatve noun phraseexchangeposi-
tions. In that case the locative nounphraseoccu-
pies the sentence-initiaposition while the gram-
maticalsubjectappearaftertheverb,asshavn by

theconstructiorin (1b) below:

(1a)

Pinki o] ntse mo khoneng
la-name 1la-sm sit-PRES loc 9-corner
‘Pinkie is sitting in thecorner’

(1b)

Mo khoneng go ntse Pinki
18-loccorner 17-sm sit-PRES la-name

‘In thecornerits sitting Pinki’

Sentencdla)is the unmarled (neutral)version
of (1b). In example(1b) the sentencenitial loca-
tive noun phrasetakes up a new impersonalcon-
cordgo ‘i’ which links it with the verh 1t is re-
ferredto asimpersonaljn thatit is like a pronoun
it, which doesnot carry ary specificmeaning.In
this paper | shav that thereis a differencebe-
tweenthe postposedyrammaticalsubjectand the
object. Thiswill be determinedhroughthe three
mostfrequentlyusedcriteria (tests)by Bantulin-
guists,suchas,(a) word order(b) capabilityto be-
comeasubjectin passvisationand(c) capabilityof
being expressedasan objectmarker (OM) within
theverb(Hymané& Duranti,1983):220. will start
by giving a backgroundon Setsvanaandthe ar
rangemenbf partsof a locative phraseandthose
of a sentencen Setsvana. Thesearevery impor
tantin thatthey will enhancehe understandingf
thelocative inversionanalysis.

2 Background in Setswana:morpohology
and syntax

Setsvanais a Bantulanguagespolenin Botswana
andsomepartsof SouthAfrica in Southermfrica.

It is characterisetly nounclassespumberingrom

1 upto 18. Thesenounclasseshave prefixeswith

singular/plurabpairs. However, theinfinitival class
(15), and three locatives fa (class16), go (class
17),andmo (class18) correspondingo the Proto-
Bantu(languageof origin), *pa, *ku, and*mu (of

classed 6,17 and18) do not have pluralforms,as
in examples(2) below:

(2a)

Fa fatshe

16-loc  16-ground
‘On theground’

(2b)

mo godimo

18-loc  17-top

‘On thetop/abwe’
(20)

mo morago
18-loca  3-back
‘At the back/behind’

Furtherthearrangementf wordsin Setsvanais
suchthatthe subjectcomesbeforethe verb, which
itself is followed by the objectwhilst the adver
bial, which usually expressedime and place,fol-
lows the verhh  Somewordsin the sentencemay
be emphasisedy the speakr, in that case,they
arefocused.However, the Setsvanalanguagemay
misplacesomeof the partsof a sentencéy placing
themeitherat the beginning of a sentencavhereit
is followed by a commaor at the end of the sen-
tencewhereit is separatedrom the sentencéy a
comma. Theseperipheralconstructionsare topi-
calised.

3 Postposedsubjectvs object

In this section,| shaw that the postposedubject
failsto passsubjecthoodriteria.
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3.1 Word order

Thisrefersto asituationin whichtheobjectoccurs
in the positionimmediatelyfollowing the verb, as
in (3) belown. This objectoccursin the shortform
presentof Setsvanawhile the long form with &’

doesnottake it:

(3a)
Ngwana o ja borotho
1-Child 1-sm eat-PRES 14-bread
‘The child is eatingbread’
(4a)
Mosadi 0 neela ngwana dilekere
l-woman is give-PRES 1-child 10-sweets

‘The womangivesthe child sweets’

In the examples(3) and(4) theitalicizedwords
occurringimmediatelyafter the verb are objects.
The former is the patientwhile the latter is the
beneéctive. Onthe contrary the postposedyram-
maticalsubjectdoesnot have ary of theseroles.

3.2 Object assubject

This is a situationin which the noun phraseas-
sumesa subjectrole through passvisation, asin
(5a)and(5b) below:

(52)

Ngwana o neel-va dilekere.
1-child 1-sm give-FASS 10-sweets
‘The child is giventhe sweets’

(5b)

Dilekere di neel-va ngwana
10-sweets 10-sm give-FASS  10-child
‘The sweetsaregiventhechild’

(6a)

Mo khoneng go ntse Pinki
18-loc  9-corner 17-sm sit-PERF la-name

‘In thecornerit/is sitting Pinkie’

(6b)
*Pinkie 0 nts-wa mo khoneng
la-name 1la-sm Ssit-PASS 18-loc  9-corner

‘Pinkie is satin thecorner'lit.

In (5a) and (5b) ngwana‘child’ and dilekere
‘sweets’ have assumedsubjectroles in the pas-
sivised constructions. Corversely the postposed
grammaticakubjectcannotbecomethe subjectof
thepassve constructionsasshavn by theungram-
maticality of the sentenc€6b) aborve:

3.3 Object marker prefixedto verb

Yet anothercriterion which encounterghe same
problemis theonein which theobjectis expressed
by the objectmarler attachedo the verb,asin (7)
below:

(7a)

Noga, monna o a e bolya
9-snale 1-man 1-sm PRES 9-om Kill
‘The snale, thechild is killing’

(7b)
Bana ba a di ja dijo
9-children 2-sm PRES 8-m eat 8-food

‘The childrenareeatingit, thefood’

®)

*Mo khoneng go
18-loc  9-corner 17-sm
‘In thecorneris sitting her’

ntse
sit

-0
-OM

Onthecontrary thepostposedrammaticakub-
jectcannotbeexpressedhroughtheobjectmarler,
asshawn by the ungrammaticalityof example(8)
above.

4 Theoretical Implications

The theory usedin this paperis that of Lexical
Mapping (Bresnan& Kanena, 1989). In this the-
ory, eachgrammaticalfunction, such as subject
or objectis assignedsemanticroles (C.Harford,
1990).Further thesemantigolesexhibit restricted
or unrestrictedgrammaticalproperties[+/-r] and
alsoif they canhave objectpropertiesor not [+/-
0]. Thesefeaturesshav the extentto which these
rolescanoccurandtheir limitations. For instance,
Agentsareclassifiedasnon-objectd-0], meaning
thatthey canonly functionassubjectrasoblique
(by preposition)when passiisation hasoccurred.
The themesare assignedhe feature[-r] (not re-
stricted),this impliesthatthey canfunctionasob-
jectsthatbecomethe subject,in the caseof unac-
cussatie verbsor passvisationin transitive verbs.
With regardto the locative inversion, it occursin
the ervironmentin which the themeis the highest
role (Demuth& Mmusi, 1997):2.

5 Conclusion

To sumup, | have arguedthat the postposedub-
ject that occursafter the verb is the grammatical
subjectbut not the object. The reasond adduced
arethat, it doesnot passthe objecthoodteststhat
aremostfrequentlyusedby Bantulinguists.| have
alsogivenatheoreticakxplanatiorthatlocatvein-
versionoccurswhenthe themeis the grammatical
subject.In thatcase whenit getspostposedit re-
mainsthe grammaticabubject.
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1 Intr oduction

Cognitve modelling has proved to be extremely
useful in the developmentof psychologicaland,
more recently biological theoriesof cognition.
However thereremainsomefundamentamethod-
ological problemswhich limit boththeapplication
andthe explanatorypower of thesemodels. Typ-

ically, symbolic cognitve modelscontainexplicit

rule setsgoverningtheir behaiour, but provide no

explanationas to where, how, or why theserule

setshave comeinto existence. Corversely non-
symbolic cognitve modelsdo not userule sets
but, typically, eachmodelan aspectof cognition
in afully developedadult, oftenin smallisolated
tasks.Whilst theadultmind clearlyis highly mod-
ular, thereis a greatdeal of evidencethat this is

the resultof ontogenetiacdevelopmentratherthan
pre-specifiedjeneticallydeterminednodules.My

researchis concernedwith the development of

methodologiesand tools for the constructionof

cognitive architecturesvia a developmentalpro-

cessof self-oganisation. The title of this paper
‘assumptionfree cognitve modelling’ is intended
to reflect the idea that no assumptionsare made
concerningwhat knowledgethe modelwill know

andwhat ruleswill guideit’s behaiour. Rathey
the responsibilityfor theseaspectsof the model
has beenplaced onto the various learning algo-
rithms and dynamicalsystemsnvolved. As such,
the methodsareintendedto be asgeneralpurpose
aspossibleandhave a breadthof applicationto ri-

val thatof productionsystems.

2 Cognitive Modelling and Psychology

Following philosophicalinquiry into systematic-
ity andassociatie theoriesof mind, | have devel-
opedhybrid methoddor theautonomousndunsu-
pervisednstantiationof Interactve Activationand
Competition(IAC) networks(givenappropriaten-
puts,seenext section).Hand-wiredlAC networks
have beenextensvely usedascognitve modelsin

the developmentof psychologicaltheories- see
(Youngé& Burton,1999)for a summary- andit is

hopedthatthe autonomougeneratiorof thesear

chitectureswill extendtheir psychologicahpplica-
bility to incorporatedevelopmentatheories.In ad-
dition to othercognitive propertiesthesenetworks
canbe usedto predictchanginginputsasaconse-
guenceof agentactionsandervironmentalfactors.
Associatinginput featureswith appropriatehome-
ostaticvariablesprovides not only heuristicswith

which to comparethe predictedconsequencesf

various actionsand selectappropriately but also
providesgoalorientedmotivations(wherethegoal
is to maintainvarioushomeostativariables).

3 Philosophy and Mathematics

At this point, the issueof what ‘appropriatein-
puts’ are mustbe addressed Philosophicallythis
is known as the FrameProblem,the problem of
makingsalientthosefeaturesrelevantto a current
problemwhilst ignoring the rest. Note that this is
differentfrom choosingto ignore (Dennett,1984).
Typically the FrameProblemis not seenas prob-
lematicoutsidethe symbolicparadigmhowever, |
claimthatthedifficulty in solvingnon-linearlysep-
arableproblemsis simply a reformulationof the
FrameProblemin the non-symboligparadigm.As
statedin (Clark & Thornton,1997),it is possible
to traderepresentatiomgainstcomputation. That
is to say by changingthe way a problemis pre-
sented the computationarequirement®f the so-
lution may also change. Equally by alteringthe
computationalaspectsof a solution the required
representationmay also change. This leadsto a
reformulatedFrame Problemas the difficulty in
matchingrepresentatioandcomputatiorsuccess-
fully to solve given problems.Furtherto this, the
simplestatisticalearningmethodsncorporatedn
the AutonomoudAC architectureareknown to be
capableof solvingall linearly separablgroblems.
With this in mind, we canfix our computational
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abilities and know that ‘appropriateinputs’ must
presenproblemsaslinearly separable.

4 Computational Neuroscienceand Dy-
namical Systems

Cortical Microcircuits, as examples of Liquid
State Machines (LSM) (Maass, Natschlager &
Markram,2002)are complex dynamicneuralsys-
tems,which without training or designimplement
integration over time andkernelfunctions. These
kernelfunctionsprojectinput datainto a higherdi-
mensionakpacevheret is claimedthatgivensuf-
ficient resourcesall non-linearly separablgrob-
lems will be transformedinto linearly separable
problems. Whilst the validity of this claim is un-
proven,thesesystemsertainlydo transformmary
non-linearlyseparablgroblemsinto linearly sep-
arableones. Typically this is achieed by explic-
itly training linear readoutunits to interpretthe
satesof the network on sampledata. A numberof
benchmarkestshave beenperformedusing Cor
tical Microcircuits with impressie results(Maass
et al., 2002). My most recentwork hasbeenin
the developmentof a very simple method,which
autonomouslyrainsreadoutunits from a Cortical
Microcircuit basedon an analysisof the relation-
ships(interferencepetweerexistingreadouunits.
Essentiallythis techniqueidentifiesnon-linearre-
lationshipsbetweenexisting categoriesandtrains
new cateories that will have a linear relation-
ship to the pre- existing non-linearone. These
categyories/readouthits thenprovide an appropri-
ate input for the autonomousgenerationof IAC
architectures.By generatingself-trainingsignals,
theentirearchitectures renderedinsupervisegal-
thoughreward signalsarenecessary)Psychologi-
cally, it maybeinterestingo investigatehe extent
to which the starting categyories (which can also
be autonomouslyeneratedyieterminewhich cat-
egoriesor conceptanlaterbediscovered.

5 TheFuture

Future developmentsof the architecturewill in-
clude testing whether having learnt about and
plannedactionsin an ernvironment, readoutunits
canbe autonomouslytrainedto producethe same
behaioural responsedirectly from the Cortical
Microcircuit. If so, this may provide a possible
psychologicalexplanationfor the automationof
behaiour, and possiblya radically differentcon-
ceptionof the differencebetweenlong and short-

termmemory

Futurework with thearchitecturewill hopefully
demonstratdhat it's applicability as a cognitive
modelhasbeensignificantlyextendedoeyondthat
of currentlAC architecturesandthatit is practi-
cally usefulin the developmentof psychological
theories.Furtherto this,asanassociationistheory
of mind, this modelcapturesot only psycholog-
ical propertiesput alsopsychotherapeutiproper
ties, and may be usefully emplg/ed in the simu-
lation of unethicalsituationssuchasthe develop-
mentof phobias.
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1 Intr oduction

Natural LanguageProcessings one of the mary
disciplinesin which baselineareusedto highlight
the effect of utilising a particularsourceof infor-
mation. To someextent, this correspondgo the
notion of a controlin mary otherresearchdisci-
plines.

This paper discusseghe result of a baseline
techniquen the evaluationof systemdor extract-
ing ‘collocations’from theBritish NationalCorpus
— averylarge collectionof textual materialtaken
from awide rangeof sourcesCollocationscanbe
definedinformally as‘useful’ phraseghattendto
functionasunitsin humanlanguageFor example:

aminoacid big business
countycouncil diskdrive
essentiaklement fossilfuel
greenhousgas homehelp
inward investment  jamjar
longleg massmedia
neurl network olive oil
planningpermission redrose
socialservice tabletennis
vinhoverde world war

The data discussedn this paperresultsfrom
doctoralresearchhat developsnew techniquego
automaticallyextract collocationsfrom large col-
lectionsof text. Thesetechniquesall follow from
the obsenration that substitutingconstituentwords
of collocationsfor synorymstendsnotto resultin
commonlyoccurringphrases. For example, sub-
stitutingwar for a synorym suchaswarfare in the
phrasewvorld war resultsin world warfare whichis
comparatiely rare.

Developing a sophisticatecautomaticapproach
to this task is not a straightforvard process.
However, using the example aborve, a naive ap-
proachcould simply comparethe frequenciesof
the phrasesvorld war andworld warfare directly.

1seePearcg2002b)for a brief discussiorof someof the
issuesnvolved.

It is importantto notethatthis comparisonwould
nottake into consideratiothefactthatwarfareis a
farlesscommorwordthanwar; observedrequen-
ciesmustbe comparedo expectedrequencies.

2 Experimental Details

2.1 Results

In orderto comparatrely evaluatetheeffectiveness
of usingthe expectedrequenciesanave baseline
wasdevelopedthatdeliberatelyignoredthis infor-
mation.Figurel shavsthetop 15phrasesn which
anadjectve modifiesa nounandthetop 15 where
a nounmodifiesanothermoun. The salaciousma-
ture of the resultsof this experimentwas entirely
unexpected.

Adjective-Noun Noun-Noun
r || Phrase f || Phrase f
1 || cheapseat 4 || rearseat 79
2 || wetgrass 47 || tail lot 1
3 || stiff tail 4 || heartseat 1
4 || battydeal 2 || bottombunk 5
5 || wetrot 20 || bottombrace 2
6 || greatdeal 1607 || zip bottom 1
7 || slick butt 1 || rearzip 1
8 || cracledpot 1 || child seat 22
9 || stiff bump 1 || massstar 1
10 || blind child 18 || lot bull 1
11 || awful lot 153 || fishtalil 3
12 || completemess 22 || bottomline 142
13 || completeprat 5 || rearchild 4
14 || tightline 19 || pile child 1
15 || sharpbutt 1 || minthumug 3

Figure 1: Extractedphrasesisingthe néive base-
line. The top 15 phrasesin which an adjectve
modifiesa nounandthe top 15 in which a noun
modifiesanothemounareshavn in rankorder(r).
Eachphraseis accompaniedy its corresponding
occurrencdrequeng, f, in theBNC.
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2.2 Analysis

The phrasethat was first noticedwhen analysing
the datawasslick butt andsoit is usedhereasa
worked example. WordNet(Miller, 1990)lists 11
wordsthatall meanslick in the senseof ‘marked
by skill in deception?

crafty  cunning dodgy foxy
guileful knavish slick  sly
tricksy  tricky wily

and24 wordsthatall meanbutt in thesenseof ‘the
fleshypartof the humanbodythatyou sit on’:

arse ass badside behind
bottom bum buns butt
buttokks can derriere fanny
fundament hindquartes keister  posterior
prat rear rump seat
stern tail tooshie tush

resulting in 11 x 24 = 264 possible different
phrases. The words that constitutesuch phrases
may not alwaysoccurconsecutiely in a sentence
sofrequenciesreobtainedusingword dependen-
ciesresultingfrom processinghe BNC usingthe
systemdescribedn Carroll, Minnen, and Briscoe
(1998).0f these264 phrasestheonly onethatoc-
cursis slick butt andit occurgustonce.Thissingle
occurrencas in factan errorin the processingf
thesentence:

Getyour butt on a bird, Slidk, andlet’'s male
BadMoney.

in which Slidk wasidentified as an adjectve that
modifiedbutt ratherthana propernoun. Giventhe
other 263 phrasedid not occurat all, this single
(erroneouspccurrencavasgivenaveryhighscore
by this néive baseline.

3 Conclusions

This techniquewas not expectedto extract useful
phrasesit wasintendedasa basisfor comparison.
Whatwas unexpectedwasthe salacioushatureof

the resulting highly-scoredphrases. Variants of

this baselinethat also do not utilise expectedfre-

guenciesextract phrasesof a similar natureand
worse.

2Dependingon the interpretationof the meaningof the
phraseslick butt, thesynorymsof slick listedheremaybecon-
sideredincorrect. Automaticallydecidingthe ‘correct’ sense
of ary word — a task called ‘sensetagging’ — is difficult
and the subjectof muchresearchin Natural LanguagePro-
cessing Theproblemsntroducednto subsitution-basetch-
niquesfor collocationextractionthroughthe lack of sensen-
formationin the BNC arediscussedn Pearcg2002b).

The high scoredfor phrasesnvolving the word
butt or its synoryms is duelargely to the factthat
therea high numberof thesesynoryms. In fact
this is the largest synorym group in WordNet?
Othergroupsof synorymsthatincludeslangterms
alsotendto belargerthanaverage.A possibleex-
planationfor this is that the underlying concepts
suchwordsrepresentequireawide rangeof possi-
ble realisationghataresuitablefor differentsocial
contets with differentconnotationsFor example,
the word fundamenis usedin very differentcon-
texts to theword butt.

4  FutureWork

Forthcomingwork builds on the comparatre eval-
uationdescribedn Pearce(2002a)and compares
thistechniqueo other moresophisticatedariants
aswell asproposinghen waysin whichto evaluate
collocationextractiontechniques.
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1 Intr oduction

It seemdo be commonlyagreedthatwhenlearn-
ing ary secondlanguage(henceforthL2), ones
first languagg(L1) influencesthe acquisitionpro-
cess.However, the extentof linguistic transfey the
“copying” of L1 features particularlyof grammat-
ical characteristics ontothe L2 hasyet not been
explainedunambiguouslyNicol (Nicol, 2001)ar
guesthat though they have automatizedthe re-
trieval anduseof L2 rules,even highly proficient
L2 spealkrs might - unconsciously useproduc-
tion routinesfrom their natve languageleadingto
ungrammatical 2 utterancesThis negative trans-
fer maysometimeseadto drasticdivergencegrom
therulesof theL2 (Odlin, 1989).However, in con-
trastto neggative transfer positve transfermay fa-
cilitate (SecondLanguageAcquisition) SLA. For
example,similaritiesin the lexicon (cf. e.qg. strik-
ing lexical similaritiesin Romancdanguagesjnay
male it easierfor learnersto acquirevocalulary
(Odlin, 1989). Similarly, analogiesn L1 andL2
may provide learnerswith adwantagesn the ac-
quisition of certaingrammaticalstructures(Ellis,
1994). In this paper | will exemplify the aspect
of negative transferwith theacquisitionof English
copulaconstructiondy native spealkrsof Bengali.

2 Copula constructions in English and
Bengali

Copulaverbsarepartsof languagevhich have “lit-
tle or no independentneaning”,and whoseonly
functionisto link certainsyntacticelementgCrys-
tal, 1999).In asentencéike

1) I amtired.

amconstituteghe copulaverb;its taskis to link
the subjectl andthe complementired Theomis-
sion of the copulaverb ‘be’ (realizedby the in-
flectedform ‘am’) leadsto the ungrammaticalit-
terance

2) | tired.

Neverthelessthe actualcontentof the utterance

is (rather)unafected,andits meaningcanbe con-
veyed to the interlocutordespitethe apparentun-
grammaticality The main English copulais the
verbto be, andits inflectedforms (I am, you are
etc.). Unlike English,the Bengalilanguagedoes
not possessopulaverbsfor subject-complement
constructions:

3) ishkul bondo.
(Chalmers,1996)

Example3 is agrammaticakentencén Bengali,
althoughit is missinga copulaverb thatlinks the
subjectishkul (school)with its complemenbondo
(closed). Thus, it could be assumedhat Bengali
learnerof Englishshaw ratherhigherrorrates,.e.
tendto produceincorrectsentencesike example
2, becausehey copy their native languagedeature
“missing copulafor subjectcomplementonstruc-
tions” onto their secondlanguageEnglish, which
requiresacopulaverh A negative transferis likely
to occur

[The] school closed.

3 Methodology

Speecldatawascollectedfrom 10 Bengalilearn-
ersof English,who live in EastLondon. Learn-
ers startedlearning English at differentages,are
of several socioeconomidackgroundsand have
beenliving in Englandfor betweer? and30years.
Data was analyzedfor the occurrenceof copula
constructionsandthe relative frequenciedor cor
rectly andincorrectly producedconstructionscal-
culated.

4 Results

Analysis of the influenceof learners’ages,and
their lengthof Englishlearning/@posure- usually
2 reliable predictorsfor L2 outcome- hasshavn
thatneitheragenor lengthdo significantlypredict
learners’performancevith respecto copulacon-
structions: even young learners,who are usually
saidto acquirea secondanguagemoreeasily as
well aslearnersvho have beenearningenglishfor
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several years,shav somavhat drasticerror rates.
On average,only 67 per centof all constructions
are producedcorrectly On the basisthat the two
usualpredictors(ageandlength)seemnot to have
a significantinfluence,and that the differencein
EnglishandBengalicopulaconstructionss struc-
turally essentialnot only on the "visible” struc-
ture of the sentencebut alsoon the abstractevel
of mental sentenceprocessing),it seemsplausi-
ble to ague in favour of a ratherstrongnegative
L1 transfer- the copying of a distinctL1 feature
(missingcopula)ontothe L2, producingincorrect
Englishcopula/subject-coni@mernt constructions.
This phenomenormay also be facilitated by the
lack of actualmeaningof copulaverbs.
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1 abstract

An analysisof the influenceof motivation on the

Zone of Proximal Development(ZPD) is being
carriedout. To investigatethe impact of motiva-

tional factorson the ZPD theinclusionof a moti-

vationdifferentiatorlayerinto the Ecolab(Luckin,

1998) is proposed. The mechanismsand values
to measurehe motivational statesof the learners
and scafold the motivational stratgies to adjust
themto individual pupils are outlined. The main

researclyuestiononwhichthis proposals centred
is: How canmotivationalfactorsbe incorporated
within a Vygotskyan framework for an Intelligent
Tutoring System(ITS) ?

2 Intr oduction

The mainissueof this proposalis the relationship
of the conceptof the ‘Zone of Proximal Develop-
ment’ (Vygotsky, 1978)to motivation. Although
sucharelationships notdirectly addressebly Vy-

gotsky, it is aguedherethatsomemotivationalas-
pectssuchaseffort or confidencareimplicit in the
ZPD. Thisrelationshipis madeexplicit in orderto

be ableto include a motivational moduleinto the
Ecolab(Luckin, 1998). The Ecolabis anITS de-
signedwithin aVygotskyanframewnork with which

childrenagedlOand11 caninvestigatdood chains
andwebs. In orderto include motivationalissues
into the Ecolab,arelationshipbetweemrmetacogni-
tion and motivational variablesis establishedand
a mechanisnto measurghe motivational stateof

the pupil is proposed. This work extendson that
of del Soldato(Gaunaurcetal., 1998)but expands
it by describinga modelof motivationin a Vygot-

skyan ITS while trying to establisha relationship
betweemmotivationalfactorsandthe ZPD.

3 Motivational variables and the ZPD

The theoreticalbasisof this work canbe foundin
Motivational Theory (Brill & Helweg, Accessed
20/05/02),(Gaunaurcet al., 1998), (Feng& Liu,

2001) and Social Cognitve DevelopmentTheory
(Luckin, 1998), (Vygotsky, 1978). Motivation
theory in generaland motivational instructional
designin particularaddressways of understand-
ing motivation and its mechanisms. The inclu-
sionof motivationalmodulednto instructionakys-
temshasdealtwith topicssuchasthe diagnosisof
the learners motivational stateto createa learner
model. Thework of Vygotsky is alsoreviewed in
orderto identify pointsin commonwith the con-
ceptsof motivation. The analysisof the Ecolab
reveals important featuresthat, togetherwith an
understandingf motivationalvariablesandsocial
cognitive theory constitutetheresearctproposal.

4 Reseach Proposal

What is the nature of a relationship between
the Zone of Proximal Development (Vygotsky,
1978)andKeller’'s (Feng& Liu, 2001)Attention,
Relevance, Confidenceand Satishction (ARCS)
model? In a Vygotskyan framewvork, metacog-
nition indicatesthe degree of self-rggulation and
awarenes®f the learningprocesswhich is desir
ablein learners.This impliesthathigh displaysof
four motivational variables: effort, independence,
control and confidenceare all characteristicof
developedlearners. In orderto scafold motiva-
tional issueswithin the ZPD, the more able part-
nershouldincreasen thelearnertheeffort andthe
feelingsof independencegontrol and confidence
during the learning situation. The modelling of
motivationalissueswithin Ecolabrequiresthatef-
fort, independenceontrolandconfidencébemea-
sured.Anotherimportantaspecbf this studycon-
sistsof thereactionghatthesystermwill provide so
asto scafold the motivational stateof the learner
if the modeldetectsa low state. Keller's ARCS
model (Feng & Liu, 2001) provides a set of re-
actionsthat were taken into accountto build the
new motivational layer for the Ecolab,aswell as
aspectof narratve (Waraich,2002).
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5 Futurework

Work for the future includethe designandimple-
mentatiorof themotivationalmodeller Thedesign
processwill involve learnersin a “Wizard of Oz”

(AndersonAu, Larsen,& Hansen,1999)studyso
thatthefinal productwould engagdearnerswithin

theframework of storywhichaimsarethelearning
of ecologicalconcepteembeddedn the Ecolab A

future studywould testthis modeller andif there
exist aninfluenceof motivation in the ZPD more
researchcould be doneto establishthe effect of

individual differencessuchasthe learners goals
(Sansone& Harackisvicz, 2000) in the learning
process.
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1 Intr oduction

The lastdecadehasseenan explosionin termsof
peoples useof the Internet. The World Wide Web
is nolongerprimarily usedby experts- it hasbeen
globally adoptedby all mannerof people,from
youngchildrento grandparents.
Internetusehasbecomeubiquitousandnow ac-
commodatesan ever-increasingamountof func-
tionality allowing novel interactionsand wider
forms of communication. However, the speedat
which thesetechnologiehave beendevelopedby
experts, and embracedby novices, has left lit-
tle time for consideredeplacemenbf the termi-
nology of old expert systemswith more people-
friendly terms. One only hasto readthe content
of mary occurring ‘error messagesivhen using
the Web, to seethatthelanguagéds oftencouched
in very system-orientateterms,accompaniedy
threateningvocahulary deliveredwith an imperi-
oustone. Thesemessagesffer very few cluesto
theaverageuserasto whathashappenedandhow
they canrecover andresumehetaskthey wereun-
dertakingbeforebeingsorudelyinterrupted.
Thefield of Human-Computeinteractionoffers
useradwocay in orderto inform the processf in-
teractiondesign.l have undertaknaserief stud-
ies that have focusedon peoples useof the Inter
net,webandothernetworkedtechnologiesThese
highlight that the languageusedwithin mary in-
terfacesis mismatchedvith users’knowledgeand
expectations.This inevitably leadsto userfrustra-
tion asthey have little to go on anddisappointing
userexperiencesMoreover, increasedostsarein-
volved when organisationsare forced to provide
helpdesksupportto disentangleusers’ problems.
Theseoften stemfrom misunderstandingselating
to how systemsanbe usedeffectively.
Theresultsof thesestudieshave led to the de-
velopmenbf avarietyof techniqueso captureand
analyseuserlanguageso thatit canbe betterem-
ployedin the developmentof usefultechnology
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1 Intr oduction

Mammals use their brains to perceve changes
in the external environment, and appropriatere-
sponsesreregulatedvia the nenous andthe en-
docrinesystems. In particular the endocrinere-
sponsesreorchestratedby the hypothalamusand
the pituitary gland. The hypothalamuscontrols
body temperaturewater balance blood pressure,
food intake, enegy balance,and much of the in-
stinctive or reflex behaiours, including maleand
female sexual behaiour and maternalbehaiour.
Further it governsthe releaseof a host of hor
monesfrom the pituitary gland, including oxy-
tocin, vasopressingrowth hormone thyroid stim-
ulating hormone just to mentiona few. For most
of the pituitary hormones secretionmustbe pul-
satilein orderto be biologically effective. Within
thiscontet, thecaseof thehormoneoxytocin(OT)
can be consideredas an exemplar Moreover, it
is particularlyappealingor theoreticaimodelling,
sincemuchis known aboutthe electrophysiology
of the OT neuronsandtherespons®f the OT sys-
temis largely accessiblé¢o experimentainvestiga-
tion. Oxytocin controlsmilk let-dowvn in response
to suckling, andthe progressof parturition by its
actionon theuterus. It is releasedrom nene ter
minalsin the pituitary, in responseo actionpoten-
tials that originatein the OT cell bodiesin the hy-
pothalamus.Normally, OT cells dischage at low
frequenyg (1-3 spikes/s)andasynchronouslyDur-
ing suckling,every 5 minutesor so,every oxytocin
cell displaysaburstof actwity, lasting1-3s,during
which firing raterisesup to 50-100Hz(Lincoln &
Wakerley, 1974). Notably burstingactvity is syn-
chronisedacrosghewhole populationof OT cells,
resultingin a massve pulsatilehormonesecretion
from the pituitary. Despitetherathersimple,low-
dimensional,signal which is encodedby the OT

e Burstsarenot simply a passve responseo a
pulsatileinput, ratherthe output patternap-
pearsto be a responsdo differentlevels of
tonic input. Burstingbehaiour is a’specific’
responseto an appropriateinput, whereas
other modesof actiation, suchas hyperos-
motic stimuli, do notinduceary bursting.

QT cellsappearto be synchroniseanly dur
ing thebursts.Moreover, asynchronouburst-
ing has never beenobsered, and bursting
cannotoccurin isolatedOT cells. Thiswould
suggesthat OT cellslack anintrinsic ability
to generate burstingbehaiour.

During suckling, oxytocin is also released
centrallyby dendritePowv & Morris, 1989),
andactson severaltargetswithin thehypotha-
lamus,facilitating bursting(Leng,1999).Re-
portedeffectsinclude: modulationof bothex-
citatory andinhibitory synaptictransmission
(Kombian,1997),directexcitationof OT cells
(Yamashita,1987),andfacilitation of OT re-
leasefrom thedendritegLambert,1994).

Dendritesof OT cells are bundled together
duringlactation,socomplex dendro-dendritic
communicationamongOT cellsarelikely to
occur probablymediatedoy OT release.

We supportthe hypothesisthat synchronised
bursting may be an emegentbehaiour, resulting
from network interactionsOT neuronesvould ap-
pearto beorganisecasweakly’pulse-coupled’os-
cillators, and positive feedbackon cell excitabil-
ity, via local OT releasegcould drive themtoward
bursting. In sucha framework, the previous ob-
senation could be interpretedin a coherentway.
A direct validation of suchan hypothesis,how-
ever, is hardto achieve. We will examinewhether

system,a clear understandingf the mechanisms the main experimentalfindings aboutthe OT sys-

underlyingits behaiour is still lacking. Indeed by
consideringsomeof theexperimentafindings,the
whole pictureseemguite confused:

tem aresuficient to provide an explanationof the
synchronisedursting,by implementingthemin a
computationamodel. As a startingpoint, amodel
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of reducedcompleity hasbeenconsideredo de-
scribe OT neurons,and network topology This
approachs aimedto isolatethe key variablesthat
contrilute to the obsened dynamicsandto define
thefunctionalrelationshipamongthem,neglecting
all thosepropertieswhich have no major impact
upontheselecteehaiour.
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1 Intr oduction

Many marine mammalshave, over a long period
of time, evolved sophisticatedsonarsystemsthat
allow themto freely navigate aroundandto have
a large degree of control over their ervironment.
One of the most successfubf thesemammalsis
thedolphin,which emitsaseriesof highfrequenyg
‘clicks’ lastinga very brief 50 millionths of a sec
(50u9. Theseclicks coverabroadfrequenyg spec-
trum (about37kHz) up to a maximumof around
15KHz, with the higher frequenciestending to
be usedwhenthereis dangerof the signal being
drowned out by backgroundnoise. It hasbeen
found that the discriminationabilities of the dol-
phinsstudiedaresensitve to very smallchangesn
tamget dimensionsor elasticmaterialcomposition.
This sensitvity holds importantimplications for
thedesignof futuresonarsystemsNot only mines
made of hard to detectmaterialscould be pin-
pointedbut also ‘fingerprints’ of vesselsyia ma-

terial compositioretc.,couldbeheldin databases.

This would enhancethe classificationof tamgets
andleadto detectiorof alienasopposedo friendly
naval undervaterobjects.

2 Main Reseach Area

The main thrustof dolphin echolocatiorresearch
hasbeenin the areaof Artificial NeuralNetworks

(ANN’S), kind of artificial brainsthathave proven

to be very efficient tools for patternrecognition
tasks.

A network consistof amatrix of nodesn layers
connectedia weights(seefigure1). Thenodesact
like very simplified neuronswith the weightsact-
ing asthe synapticstrengthsmaking connections
betweenthem. After training with several exam-
ples the connectionsbecomestrongeror wealer
dependingon the training patternspresentedso
thatnow the network is ableto generaliseghe clas-
sificationtaskto new patterngreviously notseen.

Much of thework into dolphinecholocatiorhas

beencarriedout undertheauspice®f the Office of
Naval Researctbasedin SanDiego. Moore et al
correctlyclassified0— 93%of echotrains,usinga
‘Gateway IntegrationNetwork’ (GIN), whichcom-
binedthe information from multiple echoesfrom
the sametarget. It wasassumedhat becausehe
dolphin emitteda numberof clicks pertrial thatit
averagedr summednformationfrom the spectral
returnsuntil it couldconfidentlyclassifythetamget.

Input Layer

Figure 1: A typical ‘Feed Forward’ Neural Net-
work. The hiddenlayer is so called, asit is an
intermediatdayerwith no directaccesgo its out-
puts. (NB: notall connection@reshavn, in order
to improve clarity).

(Andersonet al., 1999) usedsimulateddolphin
clicksto classifyechoedrom 10stainlessteelhol-
low cylinders. They foundthat, usinga combina-
tion of matchedfilter ervelope detection,a gam-
matonefilter bank, time integration and principal
componentinalysisthey wereableto classifydif-
ferentwall thicknessto within 0.15mmwith 99%
accurag.

(Gaunaurdet al., 1998) examineda large set
of back-scatteree@choesresulting from dolphin-
emitted acousticsignalsand concludedthat cer
tain featuresn the echocontaininformationabout
the materialcomposition sizeandfiller character
istics of the tamgets. (Brill & Helweg, Accessed
20/05/02)testedthe dolphin’s ability to discrimi-
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natesyntheticsignalsandreportectheir sensitvity
to spectradifferencespacedscloseas10us

3 Temporal Model

Recentlytherehasbeenmuchinterestshavn in a
new form of network known asan 'Integrateand
Fire Spiking Network’ (IFSN). This type of net-
work usesspikesinsteadof analoguevaluesto per
form patternmatchingetc. It is thoughtto be
much more biologically plausiblein the way that
individual nodessumthe incoming values(mem-
branecurrents),andfire a spike (actionpotential)
if a setthresholdis overcome(seefigure 2). It is
thenthe spiking rate or spike patternthatis used
in the matchingprocess.This type of processac-
cordsmuchmorewith theexperimentadatathatis

availablefrom neurobiologistandneuroscientists

working in the areaof brainresearctandis much
moreableto copewith temporaldata.

Threshold

s

Output Spikes

Figure 2: IFSN shawing the input to neuronl
(SummedPotential),asthe summedoutputof the
product from neuronsA-D and their respecire
weightsw(x,x). Only when that input is driven
overthethresholdvalue,doesit resultin anaction-
potentialspike output.

Thereis alsorecentresearcthinto therole of in-
hibition in the discriminationtask (Feng & Liu,
2001)with theinvolvementof secondorderstatis-
tics andthevarianceproving to be of moreimpor
tancethanthe meanfiring ratesalone.

4 Conclusion

The initial emphasisof this researchcenterson
the useof spiking networks togetherwith various
signal-processindechniquesin order to attempt
replication of the discrimination abilities of the
dolphinin a more biologically plausiblemanner
At thesametime it is ervisagedthatmoregeneral
discriminationtasksmight well benefitfrom these
approaches.
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1 Taskbasedcontrol

Thereis muchcurrentresearctinterestin the de-
velopmentof framewvorksfor cognitve vision sys-
tems. Marny of theseframeworks drav inspira-
tion from work on active (purposve) vision ((Aloi-
monos, Weiss, & Bandopadhgy1987), (Bacsy
1985), (Ballard, 1991), (Tsotsos,1992) and (Ull-
man,1984)). Taskbasedvisual controlis oneuse-
ful elementof the cognitive vision paradigmand
is concernedwith the applicationof a taskrele-
vancecontrol structureto guide low level vision
processesThebenefitof thisapproachs computa-
tional efficiengy bothin termsof thelow level pro-
cessesand subsequensceneinterpretation. Pro-
cessings limited to only thatdatathatis consid-
eredtaskrelevant. Taskbasedvisual control can
thereforebethoughtof asdatadriven (bottom)up)
processinglimited in scopeby task based(top-
down) control.

2 Learning in the contextof task basedvi-
sual control

Bottom up non-cognitve approacheso vision re-
quire hand crafting of feature detectorsand do-
mainknowledgeto build asystenthatis capableof
recognisingdefinedeventsof behaiours. In con-
trast, learningin the contet of task basedvisual
controlis concernedvith themodellingandrecog-
nition of actwities involving highly structuredand
semanticallyrich behaiour.

For taskbasedcontrol, the high level represen
tation structurewould identify taskrelevant primi-
tive objectsand provide a basisfor predictingin-
teractionsbetweenthoseobjects. So, for exam-
ple,therepresentatiomould besuficiently power-
ful to provide predictive cuesfor spatio-temporal
tracking(i.e. primitive objectsthatmove in a pur
posefulmanner)and objectinteractions(e.g. for
ataskof "making a cup of tea” it is likely thatan
emptyhandmoving in a purposefulmanneraway
from abodytorsomight beaboutto pick up a cup,
but ratherlesslikely to attachitself to anelectrical
soclet).

a i

Integrating low level feature extraction
with statistical behaviour analysis

3

A commonthemethroughoutmuchpreviouswork
hasbeenthe separatiorof featuredetectionfrom
the high level interpretationor behaioural analy-
sis. Recentwork by Frey andJojic shavs how the
two maybecombinednto asinglepowerful learn-
ing procedure.(Frey & Jojic, 1999)describeghe
TransformedMixture of GaussiangTMG) model
thatcombinesestablisheanixture modellingtech-
niqueswith latenttransformatiorvariableghatcan
representa wide rangeof spatialtransformations
suchastranslationyotationandshearing.This has
the adwantageover traditional mixture modelling
in the extractionof statisticallysignificantfeatures
is separatedrom their spatiallocalisation(which
is describedby the transformationvariables). Jo-
jic et al (Jojic, Petrwvic, Frey, & Huang, 2000)
have extendedthis generatre transformedmodel
usingHiddenMarkov Models (HMMs) to build a
systemcapableof clusteringunlabelledvideo seg-
mentsand forming a video summaryin an unsu-
pervisedmanner

Figurel below illustratesa TMG modelin prac-
tice. Themodelwastrainedusingatestsetconsist-
ing of two 5*5 shapega squareandacross)super
imposedover an11*11 normally distributed back-
ground. Thetestsetconsistedf 200 imageswith
the shapedranslatechorizontallyandvertically at
random.Themodelwasthenusedto learn2 TMG
prototypeswith translationinvariancefrom a ran-
dominitial configuration.Figurelashawvs anum-
ber of framesfrom the testset. Figure 1b shavs
thelearnedprototypes.The meanmaps(top) shav
themeanvaluesof themixture modelandthevari-
ancemapsshov how the significanceof the mix-
ture componentdo the model where dark pixels
have low varianceandaremostsignificant.

Theseapproachesre particularly relevant for
taskbasedcontrol. Generatre modelscanprovide
a natural predictve mechanismwell suitedto at-
tentionalcontrol. For example HMMs canprovide
ranked statisticalestimatef the mostlikely spa-
tial transformatiorof a featurein anorderedtime
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Example images from the training set

Figure 1(a)

sequence.This knowvledge can be usedto focus
computationto thoseareasof the scenethat are
mostlikely currentlytaskrelevant. This provides
acognitive modelof "perceptionguidedby expec-
tation”.

Asfarastaskbasedcontrolis concernedihekey
to usingmodelssuchasthe TMG restsin a knowl-
edge (as a function of time) of the index to the
setof transformations A further extensionof the
TMG (Jojicetal.,2000)to incorporateHMM mod-
elling of transformselectionasa function of time
demonstratethisin practice.Work in progressn-
cludesinvestigationof higherandvariable (using
variablelengthMarkov model)ordertemporaldy-
namicsof index of transformations.
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1 Intr oduction

Aspeger’s SyndromgAS) is adevelopmentalis-
order believed to be of neurologicalbasis. The
earlysymptomsof thedisorderaresimilarto those
typical of autismin that thereis no imaginatve
play and a lack of physicalcommunication(e.g.
eye contactand pointing), but differs from autism
in thatthereis no developmentallelayin language
acquisition.Whilst adultswith AS areusuallyhigh
functioning,they oftenmaintainatypicalbodylan-
guageand struggleto understandgomesubtleties
of humaninteractions. Consequent|yAS is con-
sideredto be a disorderon the autistic spectrum,
the mostdebilitatingaspeciof which is the social
impairmentsthat make it difficult for this popula-
tion to form meaningfulrelationships.

Most of the proposedtognitive explanationgor
autismconcentrat®n the deficienciesn cognitive
functioning, but somesymptomsof the disorder
are more positive in nature. For example, some
individuals possessxceptionalrote memory or
display savant abilities in particularareas(music,
mathematicor drawing). Explanationsfor these
abilitiesrangefrom simply reflectinglessimagina-
tive thoughtpatternse.qg. (?), to morecomplicated
neuropsychologi¢axplanationse.g.(?). Memory
researchmay help establishwhetherdifferencesn
cognitive functioningare of a quantitatve or qual-
itative nature.

For example, one reliable finding is that the
freerecall of semanticallyrelatednounsis signifi-
cantly poorerin AS adultsthanin a controlgroup
(matchedor ageandlQ), whereaso suchdiffer-
enceexistsin thefreerecallof unrelatechouns(?).
In thenon-autistiqpopulation freerecallof seman-
tically relatedwords is higher than non-related.
This phenomenons often explainedin terms of
the‘Levelsof Processindgvodel’ (?), which posits
thatthe greaterelaborationinvolved at the encod-
ing stage the greaterthe chancef recall. Typi-
cally, semantically-linkd tasksleadto greaterre-
call of words than rhyming tasks, which in turn

leadto greaterecallthantasksinvolving structural
questiongtypefaceetc.). However, resultsfrom a
studyby (?) appeargo be at oddswith this model
of processingatleastwith regardto individualson
theautisticspectrumThey foundthatin threesep-
arateencodingaskson memorytests,a high func-
tioning autistic group displayedenhanceghono-
logical processing.They suggestedvasdueto a
low-level phonologicabiasin this population.

Further memory studieshave identified selec-
tive impairmentsin someepisodicmemoryskills
in this populationin comparisorto acontrolgroup
(?) and(?). Episodicmemoriesare recollections
of personakvents,which canoften berecalledin
the context of time and location. Consequently
thesefindings could carry importantsignificance
with regardto the difficulty with communication
in this population,andsoestablishingossiblerea-
sonsfor this deficit could help to build a support
network to aid andimprove socialskills. Onepos-
sible explanationfor the differencesin episodic
memoryfunctioningis the ‘alternative processing’
account(?). Rajaramdistinguishedbetweenflu-
entprocessingrepetitve processingof stimuli of
thesamemodality)anddistinctive processingpro-
cessingvhich stimulatesattentionto meaning)and
proposedhat episodicmemoriesare a productof
the latter If this is indeedthe case,the type of
memoryor recall may well be influencedby the
way thatmaterialis learnedor rehearsedsoagain
the lowerlevel processesnay hold an important
key.

Themainaim of my researcthis to addrespossi-
blereasongor thedeficitin episodianemoryfunc-
tioningby comparingheunderlyingcognitive pro-
cessesn AS andnon-ASindividuals. It is hoped
that establishingpotential differencesin working
memoryprocessesvill helpto understandhe re-
lationshipbetweerthepositive andnegative symp-
tomsof the disorder aswell asfurtheringthe un-
derstandingf the socialproblems.
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2 Experiment 1 with autism. Journal of Child Psydology

andPsyadiatry, 42(2) 253-260.
12 adultswith AS and 12 controls (matchedfor yhiatry, 42(2)

age and IQ) took part in a free-recallmemory Rajaram,S. (1996). Perceptualeffects on re-

task on 3 typesof word lists (catgorisednouns, membering: recollectve processesn pic-
non-catgorisednounsandrhyming words). Dur- turerecognitionmemory Journal of Exper
ing eachtrial, participantswere asled to rehearse imentalPsytology: Learning Memoryand
out loud so that rehearsalgould be recordedand Cognition, 22(2) 365-377.

scored.Comparisonsveremadeon rehearsapat- _ _
ternsandcorrectlyrecalledwords. AS individuals Rimland,B., & Fein,D. (1988). Specialtalents

displayeda slight tendeng for a more repetitive of autistic savants. The ExceptionalBrain:
style of verbalrehearsatomparedo controls,but Neuopsytolagy of talentandspecialabili-
chi squaredestsrevealedthattherewasno signif- ties

icant associatiorbetweenthe rehearsaktyle and
the population(AS or Controls)for ary of the dif-

ferenttypesof word lists. The AS grouprecalled
fewer wordsthancontrolsfor boththe cateyorised
(t = (22) — 2.190, p = 0.039) and the rhyming
(t = (22) — 2.599, p = 0.016) word lists, indicat-
ing that there may be less explicit avarenessof
phonologicalas well of semanticconnectionsn

this group. The latter finding is in contradiction
with the suggestiorof a phonologicalbiasin this
population(?). Furtherstudiesare plannedto in-

clude visual aswell asverbal stimuli, to and try

andaccountfor this appareneanomalyandfurther
explorerehearsastyle preference the Aspeger
population.
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1 Intr oduction

Timeis critical for life. Numerousecologicallyrel-
evant signalshave a rich temporalstructurethat
neuralcircuits must processin real time. Preva-
lent examplesinclude auditory signal processing
andmovementdetectionin thevisualdomain.This
presentswo mainrequirementsor modelsof cor
tical microcircuits:

1. Spatiotempal integration - transientempo-
ral datamust be processedy a network of
heterogeneousodes(neurons)andretrieved
to drive behaiour at timescaledhat are sig-
nificantly slover thanthe timescalesof neu-
ronalperformancé€Harvey, 1997).

Syndironisation- suchanetwork mustbeable
to spontaneouslystablishand maintain co-
herencein the face of ernvironmental noise
without a centralisedstructure acting as a
coordinator(Strogatz,Mirollo, & Matthews,
1992).

synapticdepressiorfChialvo & Bak,1999).While
this hasincreasedhe robustnessof controllers,a
fundamentaproblemwith timein suchmodelsstill
remains. Namely sincethe timescalesf actvity
of most classesof neuronsare several ordersof
magnitudefasterthan the timescalesof obsered
behaiour of the organism,it is increasinglyun-
likely thatthe activation of a singleneuronis able
to actasstoragefor atemporalpattern. Thefiring
patternssimply decaytoo quickly to hold transient
datalong enoughto drive behaiour.
TherecentLiquid StateMachine(LSM) model
developedby Maasset al. has shavn promise
in circumwentingthe stablestateproblem(Maass,
Natschlager& Markam, 2002). This model hy-
pothesiseghat the cortical microcolumnconsists
of stereotypedecurrentcircuits of integrate-and-
fire neuronsconnectedrandomly accordingto a
few parameters. Such a network is not depen-
denton stablestatessinceall eventsaretransient
(i.e. thenetwork hasfadingmemory it forgets)but
hasbeenshavn to have universal computational

My researclis aimedatinvestigatinghow cascades power. Essentiallyan LSM performsintegration

of synchroy in suchintegratve circuits ariseand
how they canbe utilisedto producebehaiour over
a large rangeof timescales. This paperprovides
a brief overviev of the motivations behind this
work and discussedlirectionspursuedby current
research.

2 Integration

Autonomousroboticshastraditionally centredon
constructing models based on classical attrac-
tor neuralnetworks or various feed-forward nets
whereinformationis encodedn the stablestates
of the system(Hopfield, 1982). Unfortunatelythe
dependencenfixedstategmakessuchnetwork ar-
chitecturedrittle to lesionsandsynapticdecayand
hencebiologically unrealistic. Several enhance-
mentshave beenproposedn the neurosciencét-
erature,usually basedon mechanismsnodifying
synapticefficagy eitherthroughlong-termpoten-
tiation akin to Hebbianlearning (Hebb, 1949) or

by projectingits inputtime seriesinto a higherdi-
mensionakpaceso that a linear readoutmay suf-
fice to make aclassification.Thechoiceof 'liquid’
is not limited to spiking neuralnetworks either a
pointthatwashighlightedby recentwork wherean
LSM wasconstructedisingrealwaterandusedto
solve comple patternrecognitiontasks(Fernando
& Sojakka,2003).

3 Synchronisation

While the LSM modelallows usto build systems
capableof recognisingtemporalpatternsat vari-
ous timescales,it doesnot immediately suggest
how suchneuronalsoupsare ableto maintainco-
herence. Classicalmodelsare of little use here
sincethey are usually basedon a central clock,
a featurethatis lessubiquitousin biological sys-
tems.However, examplesof synchronisatioim na-
ture abound rangingfrom the flashingof fireflies

89



to circadianpacemaér cells, lasersandsupercon-
ductingJosephsojunctionarrays(for areview see
(Strogatz& Stewart, 1993)). All of thesecasesof
synchrony have beentracedbackto aphenomenon
known asoscillatorcoupling.

The first mathematicamodel of coupledlimit-
cycle oscillators was developed by Winfree in
(Winfree, 1980) and subsequentlyefinedby Ku-
ramototo shav that partially synchronisedstates
appearas the diversity of nodesin the network
decreasesventuallyleadingto perfectsynchroy
through phaselocking (Kuramoto,1984). In or-
derto keepthe mathematic¢ractablethesemodels
arebasedon idealisedconditionswherenetworks
arefully connectedoscillatorsnearlyidenticaland
the coupling betweenthemweak. Still, evenwith
theserestrictionsnetworks display rich dynamics
wheresynchronisatiomoesnot necessarilyeadto
periodicpathsthroughstatespace.In otherwords
rhythmicactvity of theindividual nodesmaylead
to comple non-rhythmicpatternsof behaiour at
ahigherlevel (Ariaratham& Strogatz2001).

Thissuggestshatnotonly is synchrowy vital for
network coherencédut couldalsoprovide aviable
mechanismfor spatiotemporaintegration (Hop-
field & Brody, 2000). While oscillatorshave been
widely usedin roboticsto generaterhythmic be-
haviour, theapplicability of transientsynchroy as
amechanisnfior temporapatterngeneratiors still
largely unexploredin robotics(Paolo,2002).Main
difficulties herecentreon the compleity of thein-
herentdynamicsof suchcircuits andthe tracking
of waves of synchroly through network lattices.
Constrainingnetwork topology may prove a fruit-
ful way to start(Strogatz& Watts,1998).

4 Current Reseach

In orderto constructa framewvork thatcanbe used
to studythesequestionswork is underwayto sim-
ulateandbuild anactive-dynamicwalker basecbn
networks of oscillator neurons. The aim hereis
to evolve walkerscapableof traversinguneventer-

rain,ataskthatrequiresoscillatorphasecoherence

at varioustimescales.This platform will be used
to study how constraintsn network topology af-
fectrobustnes®f the controllerandwhatrole syn-
chrory playsin the productionof behaiour.
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1 Intr oduction

Theimportanceof sciencen every facetof our so-

ciety cannotbe understate@ndthe understanding

of its developmentprocessvould be crucialin im-
proving our society The cognitive linguistic ap-
proachis ideal for this task, becausedt accounts
for cognitve processedy investigatinglinguistic
phenomenandbecaus®f theextensie scientific
documentatioravailable as data. The conceptual
metaphortheoryattemptgo correlatehumancog-
nitive processewvith linguistic phenomenaThus,
onemayattemptto describehescientificdevelop-
mentalprocessy examiningtheoriginal phenom-
ena, obserations made, formulatedtheoriesand
scientists’documentatiorof whatthey've sensed,
perceved, and conceptualizedn journals,books,
etc. Thesedocumentsare the linguistic evidence
for the cognitive actwities of scientistswho gen-
eratedthosedocuments.This researchwill study
the linguistic evidenceof Geneticssuchas DNA
IS A THREAD and DNA IS WRITTEN TEXT
metaphorsandtheir developmentdo shedight on
the scientificdevelopmentprocess.

2 Cognitive Linguistics

Cognitive linguistics attemptsto understanchow

humansconceptualizeby examining the linguis-

tic phenomena.Unlike the traditional linguistics
wherelinguistsstartwith literal languageandtreat
figurative languageas exceptions,Cognitive Lin-

guistics start with figurative language. Further

more, Cognitve Linguists maintain that most of

our languageusageare figurative in nature. For

example,whenwe refer to time we tendto think

of time asspaceor motionin space.In (1) below,

the “hard times” are conceptualizeds something
thatis behindus, eventhoughwe cannot turn our
heads|ook behindusandseethe past.

e (1) Thehardtimesarebehindus

In (2) and(3) below, timeis conceptualize@smo-
tion in space We mayeitherconceptualizéime as

d

moving andwe’re merelyobservingits motion, as
in (2) or we aremoving andtimeis somestationary
referencepoint, asin (3).

e (2) Timeis flying by.

e (3) We're cominguponChristmas.

The ConceptuaMetaphorTheory (CMT), aspre-
sentedn (Lakoff & Johnson1980)and(Lakoff &
Johnson1999), proposeghat the humanconcep-
tual systemis metaphoridn nature. Furthermore,
thelinguistic datasupportthe hypothesighatcon-
ceptualmetaphorsaresystematic.The conceptual
metaphoTIME ORIENTATION is usedwhenwe
refer to past, presentand future eventsas shaovn
in (1). Furthermore,CMT proposesthat these
metaphorsare not just singularitiesin our lan-
guage put aresystematién nature.

e (4) That'sall behindusnow.
¢ (5) We'relooking aheado thefuture.

¢ (6) He hasagreatfuturein front of him.

Fromthelinguisticdata(4) - (6) abore, we mayun-

cover the systematicityby describingthe mapping
of theTIME ORIENTATION conceptuametaphor
as shovn belon. The “concept” on the left is

mappedntothe concepbontheright. So,the Cur-

rent Locationin the spacedomainrepresent§he

Presentn thetime domain.

e CurrentLocation— ThePresent
e Spacdn Front— TheFuture
e Spacdn Back— ThePast

In thismannerwe mapthespaceorientationaton-
ceptsto the conceptof time. Thesdinguistic data
and other linguistic dataindicate that the TIME
ORIENTATION and other conceptualmetaphors
are systematic. Moreover, Cognitive Linguistics
proposeghatthis systematicityreflectsthe human
conceptualization.
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3 Genetics

Geneticgs arecentlydevelopedscientificfield that
hasmary moral andethicalissues.Also, its high
potentialto changeour everydaylife cannot be
disputed. WordssuchasDolly the clonedsheep,
humancloning,genetictheragy arewell knovn by
the public andthe academics.This public awvare-
nessof Geneticsandthe extensve documentation
of experiments hypothesisandtheoriesasthe re-
sult of the scientificprocessallows usto tracethe
conceptuatievelopmentof Geneticdy examining
the scientificpapersbooks,etc. Furthermorethis
extensive documentatiorof the scientific process
allows us to useit aslinguistic data. Two of the
major conceptuametaphoraisedin Geneticghat
we’ll be studyingareDNA IS THREAD (7) - (10)
and DNA IS WRITTEN TEXT (11) - (13) from
(Weaver & Hedrick,1999).

e (7) Tightly coiledthreadsof DNA.

(8) Eachstrandof DNA consistsof repeating
nucleotideunits

(9) DNA takes the form of a highly regular
double-strandetelix,

(20) In orderto cut and pastedesiredDNA
fragmentsnto vectors,

(11) When genesare expressedthe genetic
information (basesequenceon DNA is first
transcribed

(12) The geneticinformation of an organ-
ism can be storedin one or more distinct
molecules

(13) The changecan be to inserta new nu-
cleotide, to delete an existing one, or to
changeonenucleotideinto another

Fromthis data,we canseea patternin theway the
two conceptuametaphorsare beingused. When-
ever, the DNA is referredasthread,strandor frag-
ment, adjectves and verbsthat we might usefor
a physicalthreadis used,suchas“tightly coiled”,
“takesthe form”, “cut”, “paste”, etc. This seems
to imply thatDNA IS THREAD metaphoiis used
whenoneis describingthe structuralaspecbf the
DNA. Similarly, the DNA IS WRITTEN TEXT
seemdo describethe informationalcontentof the
DNA, i.e. the particular order of the basese-
guencesWordssuchas“expressed”,‘geneticin-
formation”, “transcribed”, “insert”, “delete”, etc.

seemgo highlight the informationalaspectof the
DNA. Furthermorethesetwo metaphorsareused
in conjunctionto provide a model of the DNA
with astructuralandinformationalproperties.The
words“cut” and“paste”in sentencéragment(10)
couldbeinterpretedhseithercuttingor pastingtext
or thread. Thus, mary of the verbsusedin one
conceptuaimetaphoicould have avalid interpreta-
tionin the other Studyingthesetypesof linguistic
phenomenas the main purposeof this research.
Furthermoreye intendto understandhe structure
of conceptuametaphordeingusedin Geneticsn
depthandtracethehistoricaldevelopmentof these
conceptuametaphorsThis tracewould be fueled
by the extensve linguistic dataavailable from the
technicaljournals,text books,magazinesetc. The
purposeof this endeaor is to understandhow lan-
guageis usedin Geneticsand sciencein general
andits historicaldevelopmentalprocessesor the
bettermentf the humanrace.

4 Conclusion

The cognitive linguistic theories, such as CMT,
will beusedto analyzehemetaphoricsystemsand
theconceptualizatioprocessesf scientifictheory
formationin Genetics.Because€CMT allows usto
analyzethelinguistic phenomenaandgaininsight
into the humanconceptuabystemand conceptual
processesit andother Cognitive Linguistic theo-
ries are perfectfor investigatingscientific theory
formationin Genetics.
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There are numerousreportedcasesof similar
speciesandevenseparatgroupsof animalsin the
samespecieshatoccupy thesamehabitat,but nev-
erthelesave quite differenttypesof vocal reper
toire. The social, ervironmentaland behaioural
reasondor thesedifferencesareindicative of the
causesof vocal complity and could ultimately
revealreasongor humanlanguagesvolution.

Marler (Marler, 1970)performedextensve anal-
ysison thevocalisationsof two specief cololus
with similar physiology occupying thesameforest
habitat. He found the black and white cololus to
have seven discretecall typesandthe red colokus
to have a gradedsystem surroundingthree ba-
sic call types. It is likely to be different social
structureshatcausalifferencesn repertoirestruc-
ture. Black andwhite cololusesform smallterri-
torial groupsand probablyusediscretecall-types
for the easeof recognitionit provides in their
visually-depnved, between-grougommunication.
Red cololusesform larger groupswith emphasis
on intra-group communicationand can therefore
afford to usegraduatedtallsoftenaccompaniedy
gesture.

Thereare currently no standardtechniquedor
establishingandreportingthenumberof stereotyp-
ical callsin arepertoire andthe acousticvariation
within and betweencall-types. | am developing
neural network techniquesto estimaterepertoire
size, wherethis is appropriate;to obtaina mea-
sure of the discreteness/gradeess of the reper
toire; andto measureof the extent of the acoustic
spacethat a call or a setof calls uses. The tech-
niquesareintendedo begeneraknoughto extend
to ary speciesalthoughtheinitial trials arebeing
conductedn macaques/ocalisations.

One such techaniqueis based on a self-
organisingmap (SOM) (Kohonen,1981) and has
two separatestages. In the training phase, a
corpusof calls from the chosenspeciesis pre-
processedsingfor exampleauto-correlatioro ex-
tract source(glottal) characteristicslinear predic-
tion to extractfilter (vocal-tract)characteristicer

uk

an auditoryfilterbank. The spectraobtainedfrom
the pre-processedalls are presenteds inputs to
a SOM that updatests weightsaccordingto a dy-
namicwarpingalgorithm (Rabiner Rosenbey, &
Levinson, 1978) ensuringinvarianceto slight fre-
gueng shifts. Thisinitial phasas computationally
expensve but only needgo be doneoncefor each
species.

In the testingphase,calls are pre-processeth
the samemannerand when presentedo the net-
work, eachspectraframeis matchedwith the sin-
gle mostsimilar nodeand over the courseof the
call a trajectoryis generatedhroughthe spectral
spaceon the map (figure 1). This is recordedfor
latercomparisorwith thetrajectoriesof othercalls
from thesamespeciesThesecomparisonsirealso
madeusingthe dynamicwarpingtechniqueto en-
suresinvarianceto temporalshifts or contortions.
Theresultis amatrix of distancaneasurebetween
eachcall andeachothercall, in aparticularspectral
domain. Thesecanbeinterpretedasa measuref
the gradednessf the repertoireandprovide prob-
ability estimate®f differentrepertoiresizes.

As well asproviding thesemeasure# is hoped
that the techniquesusedwill malke it possibleto
synthesizesoundsignalswhichfall into a (natural)
continuumof soundghatlie betweertwo different
calls usefulfor testinghypothesesboutcateyori-
calperceptionin playbackstudies.Thefactthatthe
SOMis createdusinga corpusof only the species
calls limits the acousticspaceusedto synthesize
thecallsandensureshatthey make useof only the
typesof soundsthatthe animalscanactually pro-
ducethemseles.

It is plausiblethat at somelevel of abstraction
the SOM mimics the structuresand processeby
which cortical structuresin the brain learn and
recognisepatternsand althoughit remainsuncer
tain exactly how theseprocesse®ccurin the au-
ditory systemof mammals thereis evidencethat
the primary auditory cortex self-oganisego form
amapof frequeny andspectralspacethatis con-
tinually modified by experience(Bakin & Wein-
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Figurel: In phasel the corpusof callsis pre-processedndresultingspectraarepresentedstraining
inputsto the SOM in randomorder In phase2, afterthe SOM hasbeencreatedthetestcalls (not nec-
essarilycontainedn theoriginal corpus)arepre-processeih the sameway andtheir spectrgpresented
to the SOM in order Thetrajectoryformedby eachcall is recordedor later analysisandcomparison
with othercalls’ trajectories.

beger, 1990). A further intendedmodificationto
thetechniquds thereforeto incorporatanapmod-
ification during the testingphase thus mimicking
corticalplasticity
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1 Intr oduction

Path integration (PI) is a navigational stratgy
widely usedin animals,being particularly highly
developedin the deseriant Cataglyphisfortis. Ex-
perimentsshav that this ant can forage on the
flat, featurelessaltpanst inhabitswithout the aid
of land marksor pheromondrails, andreturnon
a straightcourseto its nestentrancewheneer it
discoversfood (Wehney Gallizzi, Frei, & Vesely
2002). The only methodavailableto it is PI. This
is a processvherebyan animalcontinuouslyinte-
gratests velocity (i.e. directionandspeed)n order
to calculateits currentlocation. This canbe used
to returnto thestartingpointafteracircuitousjour-
ney andreliesonly on knowvledgeof the animals
orientation(compasdirection)and speed(or dis-
tancetravelled).

2 Background

Mathematicallytheintegrationprocessequiredis
easilyexpressedn eithera polaror Cartesiarco-
ordinatesystem(Maurer& Seguinot, 1995). Very
little is known abouthow this processs carriedout
in thenenoussystem®f animalsandthisis likely
to remainso for sometimegiven the difficulty of
monitoringthe brain of amoving animal. Another
wayto investigatehow Pl mightbeimplementedn
the brainis the useof neuralnetworks - computer
simulationsof simple neuron-lile elementsinter
actingwith eachotherin anetwork structure.Two
hand-designedieuralnetwork architecturesapa-
ble of carryingout Pl have beenproposed Oneof
these(Wittmann & Schweler, 1995) carriesout
the integration processexactly without introduc-
ing ary errorin the animals estimateof its loca-
tion. The other(Hartmann& Wehner 1995)uses
anapproximatenethoddesignedo mimic system-
atic P1 errorsknown to occurin mary speciesun-
dercertainconditions(Muller & Wehney1998).A
key questionraisedhereis whetheranimals’ ner
vous systemsare capableof performingexact PI,
or whether becaus®f theenepgeticcostof amore

comple brain, they have evolvedto performonly

anapproximatiorof it, asis suggestedby thepres-
enceof systematieerrors. An alternatve explana-
tion for theseerrorsis that they have an adaptve

benefitby ensuringthat the animal recrossests

outward pathasit returnshome,therebyincreas-
ing the chance®f recognisingramiliar landmarks
(Wittmann& Schwaler, 1995).

My work is aimedat producingalternatve neu-
ral network modelsof PI, using an Evolutionary
Robotics(ER) approach.In commonwith much
work in ER, I amusinga GeneticAlgorithm (GA)
(Goldbeg, 1989)to evolve neural network con-
trollers for a simulatedagentthat moves around
a virtual arena,navigating by PI. The GA works
on a populationof candidatecontrollers,eachof
which is assessefbr its ability to performaccu-
rate PI. The mostsuccessfutontrollersaredupli-
cated,mutatedand usedto replacelesssuccessful
onesandtherebyovertime, thequality of thecon-
trollerscanbeimproved.

3 Currentwork

I amworking with anagentin a simulatediwo di-
mensionalarenawhich mustfirst visit a sequence
of beaconplacedatrandomlocationsin thearena.
After visiting the last beaconit is requiredto re-
turnto its startinglocationusingPI. The only sen-
sory inputs available are two visual sensorsand
compasandspeedsensorsThisis a difficult task
since,when evolving the initial beaconapproach
behaiour, thenetwork hasno reasorto pay atten-
tion to its speedandcompassensors.In orderto
solwe this problem| have adopteda 'scafolding’
approachfirst evolving the agentto signalits spa-
tial coordinatesisingtwo of its neuronspeforese-
lecting for the ability to returnto the nest. | will
male full useof theflexibility of the GA by com-
paringtheperformancef differentcoordinatesys-
temsandstylesof neuralnetwork.
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1 Intr oduction

The problemof assigningsemanticakenseso the

wordsin anopentext, knovn asWord SenseDis-

ambiguation(WSD), is centralto mary Natural

LanguageProcessingapplications. According to

previous researchsupervisednethodshave been
consideredchieving betterresults. Thesupervised
disambiguatiorprocessis basedon the probabil-
ity of occurrenceof a particularsensein a given

context. The contet is determinedby linguis-

tic featuressuch as parts of speechof surround-
ing words, keywords, syntacticrelations,colloca-

tions, etc. Supervisednethodsconsistusually of

two phases:

1. atrainingphasejn whichfeaturesarelearned
by using various algorithms on correctly
sense-taggecdorpora.

atestingphasejn whichthefeaturesacquired
in the previous stepareusedto determinghe
mostprobablesensdor a particularword.

The disambiguationaccurag is strongly af-
fected by the quantity and quality of the corpora
used in the superviseddisambiguationprocess.
Unfortunately large sense-taggedorporaarerare
andmanuallyproducingthemis extremelyexpen-
sive andtime-consuming.This problemis the so-
calledknowledgeacquisitionbottleneck.

In this shortpapey | describethework | intend
to do, attemptingto openthe bottleneck by using
multilingual methodologyto automaticallyacquire
sense-taggedorporafrom the World Wide Weh

2 Resourceson the World Wide Web

The traditional way of manually creating sense-
taggedcorporais slowv and expensve. Not surp-
prisingly, the hugeamountof text availableon the
Internethasbecomea greatpotentialresourcefor
languageresearch. A lot of work hasbeencar
ried out on exploring it. For example, Mihalcea
et al. (Mihalcea& Moldovan, 1999) presentech

methodthat enablesthe automaticacquisitionof
sense-taggedorpora, basedon the information
found in WordNet (Miller, Beckwith, Fellbaum,
Gross,& Miller, 1990),a MachineReadableDic-
tionary andon the very large collection of texts
gatheredrom thelnternetusingexisting searcten-
gines. The ideais to firstly obtain monosemous
synoryms or the gloss of a given word (W) for
which a corpusis to be acquired,from the Word-
Net, and then using them to query a searchen-
gine, suchasAltaVista, andfinally to gatherand
refineretrieved snippetsf text which shouldhave
similar contexts with W andcould becomesense-
annotateccorporafor W. Their work hasshowvn
that very large sense-taggedorporacan be auto-
maticallygeneratedisingthe Webandeventhough
the corporamight be noisy still it is mucheasier
and lesstime consumingto checkan alreadyex-
isting taggedcorpusfor correctnessthento start
taggingfreetext from scratch.
Anotherpropertyof the Webis its multilingual-
ity. Although thereis no doubt that English is
dominantontheWeb,researclby Grefenstettand
Nioche (Grefenstette& Nioche,2000) hasshovn
thatnon-Englishlanguagesiregrowing at a faster
pacethanEnglishis. Theincreasingamountof text
in otherlanguage®n the Web malesit a potential
resourcego do multilingual researctandto acquire
paralleltext, whichis alsousefulbut rare.

3 AreTwo LanguagesBetter Than One?

Using one or more sourcelanguagessan aid to
studya taigetlanguagehasbecomea recenttrend
in the NLP community Suchtechniquegake ad-
vantageof the fact that cross-languagéexicalisa-
tionsof the sameconceptendto beconsistentbut
mappingsbetweenword formsandsensesredif-
ferentfrom onelanguageo another

Let's look at a simple application using the
multilingual paradigm. If we have an aligned
French-Englistcorpus,we caneasilyacquirecor
rect sensedor ambiguousEnglishwordsaccord-
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Figurel: AbstractProces®f AutomaticallyAcquiring Semi-Sense-dggedCorpora

ing to their Frenchtranslationequivalents. For them. However, we believe a very large semi-
example,to sense-taghe Englishword sentence sense-taggedorpusfor eachEnglish sensewill
we searchwhereits Frenchtranslationsappearin  still be useful.

the corpus. Thereare two translations:peineor

phrase Thenwe assignsentencehejudicial sense References

if it is translatedas peine and the grammatical

sensetherwise. Grefenstette,G., & Nioche, J. (2000). Es-

It sounddike agoodmethod.But unfortunately
parallelcorporaarerareandalignedbilingual cor
poraareevenrarer (knowvledgeacquisitionbottle-

timation of English and non-Englishlan-
guageuse on the WWW. In Proc. riao
(redherche d’information assisteepar ordi-

neckagain!). Therefore suchatechniquevouldnt nateur). Paris, France.

work well in reality Mihalcea,R., & Moldovan, D. I. (1999). An au-

tomaticmethodfor generatingsenseagged
corpora. In Proc. of the 16" confeenceof
theamericanassociatiorof artificial intelli-

gence

4 A Proposal

Unsupervisednethods which learn ruleswithout
using costly sense-taggetraining data, offer an
alternatve way to open the knawledge acquisi- ey, G, A., Beckwith, R., Fellbaum,C., Gross,
tioq bpttleneck.ln this section,l give_a shortde- D., & Miller, K. J. (1990). Introductionto
scription of my proposalfor automaticallycreat- WordNet: An on-linelexical databaseJour-

ing semi-sense-taggembrpora.A shortversionof nal of Lexicography 3(4), 235-244
this algorithm includesthe following steps: (see C '

figurel)

1. Translateeach senseof ambiguousEnglish
wordsinto Chineseusinga bilingual dictio-
nary

2. QueryaChinesesearchengineusingthe Chi-
nesetranslationequialent of each English
sense.Every snippetof text retrieved by the
searchengineshouldcontainthe querywhich
canbe viewed asa Chineserealisationof an
Englishconcept(anEnglishsense).

3. Translatehe Chinesetext backto Englishei-
ther word by word using a bilingual dictio-
nary or paragraphoy paragraphusinga ma-
chinetranslatoirsoftwareandthenwe should
be ableto getan Englishcorpusfor eachEn-
glishsense.

Thecorporageneratedanbe noisyandthereis
little chanceto learn English syntacticrulesfrom
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1 Intr oduction

Self-presentationddeha&iour - behaiour designed

to shapethe impressionthat othersform of the
self (Goffman, 1959) - is an importantaspectof
socialinteractionin childhoodandadolescencas
well asadulthood.Self-presentationdahcticshave
been classifiedinto two generalcatgyories: as-
sertive anddefensie tactics(Lee, Quigley, Nesler
& Tedeschil999).Assertve tactics(AT) areused
to helpindividuals build the impressionthat they
want their audienceto hold; for instance,when
childrenwish to beliked by their peersthey may
flatter them or expressagreementvith their atti-
tudes(a form of ingratiation). In contrast,defen-
sive tactics (DT) are usedwhen individuals be-
lieve that their desiredidentity is threatenedfor
instance childrenmay try to justify why they are
aboutto do somethingthat might be judgednega-
tively by others(aform of disclaimer).

2 Theoretical background

Childhoodis atime wherechildrenareconcerne
with gaining social approval and they develop a
concernfor social evaluation(Parker & Gottman,
1989).1n contrastadolescenchaslongsincebeen
discussedsadifficult time in ones life - trying to
discorer ones own identity, fit in with peers,and
achieve independencéom ones parents.
Researchnto adolescenbehaiour hasshavn

thatthisis atime whereindividualsarevery inter

estedin achiezing and protectingtheir self-image
(Bemer, 2001). Fromthe aforementionedesearch

it is expectedthat childrenwill usemore AT than

3 Recentreseach

Recentresearcthasexaminedchildrens andado-
lescents self-ratedusageof four different self-
presentationahctics,two assertre andtwo defen-

1. ingratiation(AT), whichis usedwhenanindi-
vidualwishesto appealtikeable;

2. self-promotion(AT), which is usedwhenan
individual wishesto appearcompetentin a
particular area or with regard to particular
skills;

3. excuse(DT), whichis usedafteranindividual
did poorly on sometask or performedsome
behaiour thatmight be seemegatively; and

4. disclaimer(DT), which is usedbeforean in-
dividual believesthatheor shewill dopoorly
on sometaskor will performsomebehaiour
thatmightbe seenaswrong.

Theresultsof theresearctstronglysuggesthat

there are between-and within-age group differ-

encesin children’ useof tacticsfor managingthe

d impressionsthey malke on others. Furthermore,
thisvariability is relatedto differencesn peerrela-
tionsamongboys andgirls. Theresearctprovides

new insightsinto thetypesof socialbehaiour that
predict successfulpeer interactionfor boys and
girls of differentages.

References

Bemger, K. (2001). In The developingperson
through childhood and adolescence Worth
publishersNew York.

DT in anattemptgetothersto like themandform Goffman,E. (1959). In Thepresentatiorof selfin
a positve impressionof them. Additionally, it is everydaylife. Penguinbooks,UK.
expectedthatadolescentsvill useDT to a greater

extentthanAT in an attemptto maintaintheir de- Lee, S., Quigley, B., Nesler M., & TedeschiA.
siredidentity. (1999). Developmentof a self-presentation

99



tacticsscale.Personalityandindividual Dif-
ferences26, 701-722.

Parker, J.,& Gottman,J. (1989). Socialandemo-
tional developmentin a relational context:
Friendshipinteractionfrom early childhood
to adolescenc.Peer Relationshipsn Child
Development95-131.

100



Why Not to Throw Out Your Thesaurus

Julie Weeds

juliewe@cogs.susx.ac.uk

Schoolof Cognitive and Computing Sciences

Intr oduction A thesauruggroupstogethersyn-
onyms and other related concepts. For exam-
ple, the words couigette and zucdini might be
listed as synoryms and specifiedastypesof vay-
etable along with other vegetablessuch as car-
rot, mushoom and aubegine Further suchre-
lationshipsbetweenwvordsmight be automatically
derived from text by consideringthe contexts in
which the wordsoccur (Weeds,2002). For exam-
ple, we would expectall food wordsto appearas
the objectof theword eatin alargeenoughcorpus
of text.

In this paper we turn to the questionof why
knowing these semantic relationships between
wordsis useful. In everydaylife, peoplemayturn
to a thesaurusvhenthey cant quite think of the
right word or when they want to vary the word
they usefor a particularconcept. Here, however,
we will presenta brief suney of someotheruses
which computationalinguists have found for the-
sauruses.

Text Simplification The PSET project(Carroll,

Minnen, Canning,Devlin, & Tait, 1998)involved

simplification of Englishtext for aphasicreaders
by substituting-arewordsor expressionsvith their

more commonsynoryms. For example, “l was
quafing amberbrew at a drinking establishment”
mightbecome;l wasdrinking beeratapub”.

Collocation Extraction Collocationscan be a
nightmarefor foreign languageearners. For ex-
ample how doesoneknow thatwe say“fire alarm”
ratherthan“flame alert” (Pearce2002) whenthe
secondsurely meansthe sameasthefirst? In or-
der to automaticallyextract lists of collocations,
Pearcg2002)substituteachword in a candidate
pair with its synoryms and countsthe numberof
occurrencesf eachcombinatiorin acorpus.Word
pairswhich occursignificantlymorethanwouldbe
expected(basedon the relative frequencief the
useof eachword for eachconcept)aredeemedo

becollocations.

Term Expansion Thesaurusegan be used to
broadena searchto return documentscontain-
ing semanticallysimilar words as well as exact
matches.For example,recipescontainingzucdi-
nis could be returnedwhen a searchis madefor
coumetterecipes.Similarly, a searchfor hotelsin
a certainareacould be automaticallyexpandecdto
includehostels B&Bs, motelsandcampsites

Spelling Correction Currentspell-checkrs are
good at checkingeachword to seeif it existsin
the dictionary but not so good at spotting real-
word spelling errors. For example,in the phrase
“there was an extensie display of guns, canons
and other military paraphernalia’a nave spell-
checler would not spotthat canonshouldbe spelt
cannonsincecanonexists in the dictionary (with
meaningselatingto law andreligion). However, a
more sophisticatedpell checler e.g. (Budanitsly
& Hirst, 2001) might notethatcanonis very simi-
lar in spellingto cannonandthatcannonis closer
in meaningthancanonto gun

Prepositional Phrase Attachment Ambiguity

Resolution If weconsidethesentence’He shot
the womanwith a pistol; we probably imagine
a situationwhere a man usesa pistol to shoota
woman. However, in, “He shotthe womanwith

a Guccihandbag, we imaginea situationwherea
womanwith a Guccihandbaggetsshotby a man.
Resolutionof this problemrequiresknowledgeof
what types of things can be usedto shootwith.

Fortunately thesethings, typesof gunsandother
shootingmplementsform asemanticlassi.e. are
foundtogetherin athesaurus.

Compound Noun Inter pretation In the inter
pretationof compounchouns,it is necessarjo de-
terminethe implicit relationshipbetweenthe two
nouns. For example, in the sentence,"We are
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concernedaboutterrorist actvities in the Middle
East; we arereferringto theactuities of terrorists,
whereasin, “We are concernedaboutgun crime
in the UnitedKingdom we arereferringto crime
with guns.With theaid of athesaurusye canlearn
aboutor establishtheserelationshipoversemantic
classegsuchas peopleandweapony ratherthan
for eachindividual lexical item.

Conjunction Scope Readingthesentence The
oldestboysandgirls ledthemarch; weinfer thatit
is the oldestgirls who accompan the oldestboys
at the front of the march. However, in, “He col-
lectsold coinsandcomputers, we probablyimag-
ine thathe collectsbothold andnewv computersit
is justthecoinsthatareold. Thisdistinctioncanbe
madeby looking at the similarity betweerthe two
nounson eitherside of the conjunction. Boysand
girls are semanticallyvery similar whereascoins
andcomputes aresemanticallyfurtherapart.

ariesin text canbefoundby consideringvherethe
topic shiftsi.e. wherethe setof semanticallyre-
latedwordswhich bestcoversthetext changes.

Word SenseDisambiguation Many wordshave
more than one meaningor sense. For example,
the word “plane” hassenseselatingto a flat sur
face a tool, a tree and an aemoplane Knowing
which senseof a word is intendedis very impor
tantparticularlyin machinetranslation(wherethe
talgetlanguagemay have multiple wordsfor asin-
glewordin the sourcdanguage)In the contet of
a sentencesuchas,“The planecircledthe airport
for anhour” it is fairly obviousto a humanreader
which senseof planeis intended.Thetwo cluesin
the sentencarethewordscircled andairport. To
circle is averbof movementandthereforeits sub-
ject needsto be somethingwhich can move such
asavehicle. Therelationshipbetweerairport and
the aemplanesenseof planeis an associatie one
(similarto thatdiscussedn the sectionon associa-

Associative Anaphora Resolution Asdiscussed tive anaphoresolution.)

in Meyer & Dale, 2002,an associatie anaphoris
a definite referring expressionusedto referto an
entity not previously mentionedn the text. In the
example,”A buscameroundthecorner Thedriver
hadameanlookin hereye; we arelikely to imag-
ine thatthe driver in the secondsentenceefersto
thedriver of thebusin thefirst sentencelt maybe
thatthe associateshounentitieshave a directrela-
tionshipin the thesauruse.g. if the word vehicle
was usedto referto a previously mentionedbus
Alternatively, they may have a relationshipwhich
canbe establishedver semanticclasses.For ex-
ample,we canlearnthatvehicleshave driversand
ashusis atype of vehiclein thethesaurusit there-
fore hasadriver.

Topic Identification Texts tend to be cohesie

and thuswill containmary words all relating to

the main topic or themeof the text. Accordingly

if we identify which wordsin thetext aresemanti-
cally relatedusinga thesaurugndthendetermine
which setof relatedwordsis the largestor covers
mostof thetext (Silber& McCoy, 2002),we might

be ableto identify the topic of the text. Further

suchatechniqueoften formsthefirst phasen the

automaticsummarizatiorof a text.

Text Segmentation Also relatedto topic identi-
fication is the issueof text sgmentation. Know-
ing that texts tendto be cohesve, naturalbound-

Conclusion By illustratinganumberof different
applicationswe have demonstrateavhy it is use-
ful to learnor storesemantiaelationshipbetween
words, or, in other words, why not to throw out
yourthesaurus.
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1 Intr oduction

Ricky is strolling throughthe shop. In

the candy sectionshe halts. She sees
the Mars-bars.Her handswaysout, she
takestwo barsandis aboutto slip them
into her jacket pocket. Then shefeels
someoneis looking at her Sheturns
and her eyes meetthe gazeof an older
girl standinga few metersaway. She
swiftly repairshermovement.Shetakes
the candybarsto the countey paysfor

them, but as shewalks pastthe girl on

herway out, shegivesherasinisterlook

andstickshertongueout.

What happenswhen we interact with others?
How do we understandeachother often without
somary words?Whatis it thatenablesisto repair
misunderstandings a corversation(in the broad-
estsenseof theword), whenit goeswrong,aseas-
ily andsmoothlyaswe oftendo?

Why thesequestions? Becausethere are peo-
ple for whominteractionis far from easy And be-
causeor agroupof them,perceptiorandthinking
aredifferentaswell; individualswho have autism.
What is specificaboutthe difficulties with social
interactionthat peoplewith autismandthosewho
interactwith themexperienceAnd is therea con-
nection betweentheir communicationdifficulties
andtheir distinctive waysof thinking?

2 What is Autism?

We all have our bad days, when we would have
ratherstayedin bed and not facedaryone. Peo-
ple with autismhowever, facea constantandcon-
tinuousstrugglewith understandingthersandthe
world organisedby theseothers. Autism is a dis-

rangeandscopeof interestsandimagination.Peo-
ple with autismcomeacrossasrigid andawkward

in interaction. But not only in social situations,
alsowhenthey have to do somethingasapparently
simpleasgoing for breadat the baler’s, they get
stuckon the compleity andrangeof the possibil-
ities for solvingthis problem.Shouldl go now, or

only whenthe clock strikesexactly four? Shouldl

crossthe streetexactly in front of thedoorthrough
which | go out, or in front of the balker, which is

a few housegdown the street,or shouldl walk on

until | seea pedestriarcrossing,which might be
another20 metersaway, but which is legal? What
if thebaler doesnot have thebreadl alwayshave?
What if the baler isn't there and someoneelse,
whoml have never seentherebefore,is behindthe
counter?Whatif | don't have the exactamountof

change?

3 Autistic Sociality

Mostvisibly to non-autistichowever, peoplewith
autismare impairedin the easeof interpersonal
goings-on. Explanationsof the social difficulty
have beengiven in terms of ‘mind-reading’ or
‘mentalising’. Peoplewith autismare saidto be
impairedin, or evento lack, a ‘theory of mind’. A
theory of mind is a computationaimechanisnin
the headthat is responsiblgor mind-reading. It
processestatesin the form of statementsin or-
derto cometo their logical conclusion.Eachper
sons mentalisingmechanisntcomputesvhat peo-
ple arethinking, using aspremisesperceptionof
their overt behaiour, knonvledgeof theworld, and
knowledgeof socialregularities. Theoryof Mind-
theory is an explanatorytheory of social cogni-
tion and statesthat, whatever we do in interper
sonalinteractions,we do on the basisof our em-
ployment of this mechanism. Theory of Mind-

ordercharacterisedby difficulties in interpersonal proponentslsoputforwardacourseandtimescale

interactionand communicationaswell asin flu-
eng and flexibility of thought,and by a limited

for the developmentof this mechanisnin the hu-
manchild. Accordingto (Baron-Cohen1995),the
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full- fledgedmechanisndoesnotcomeonlineuntil
around4 yearsof age,andafterthreepreliminary
mechanisms the first onefor detectingintention-
ality (the intentionality detector),the secondfor
detectingeyes and what they are looking at (eye
directiondetector) andthethird for sharingatten-
tion (sharedattentionmechanism) have succes-
sively comeinto place. Theoryof Mind-theoryis
alsoanexplanatorytheoryof autismandassuchit
saysthatin peoplewith autismoneor moreof the
precursorydevices doesnot comeonline or runs
faulty, whichresultsin anincapabilityor hampered
capacityin personswith autismto readotherpeo-
ple’s minds.

However, Theoryof Mind-theoryis criticisedon
thefollowing grounds:First, is it plausibleto pro-
posea propositioncalculatorin theheado account
for our easeandflueng in socialinteraction?Sec-
ond, do we needa proposition-calclator to bethe
fluentinteractorsthat we are (mostof the time at
least)?

Theanswerdo thesecriticismshint atthe scope
of the puzzle of social interaction. First, sucha
calculatorhasnot beenfound; it is neurologically
notvery probable More to the point, it is noteven
likely that social cognition takes place mainly in
the head. Gallagher(Gallagher 2001) putsit as-
tutely; Theoryof Mind-theoristshave a detached,
Cartesiarapproacho socialcognition,wherewhat
happengdakesplacein theremotementalrealm?.
That, however, is not wheresocialcognitiontakes
place.

The mechanisndescribedabove is also devel-
opmentallytoo simple. Evenbeforethe Theoryof
Mind-device “comesonline” (aroundage4), we
are alreadysocial beings. Infantsare active part-
nersin their interactionswith their mothers(Tre-
varthen,1979); (Trevarthen& Aitken, 2001),that
is, even beforethe Theoryof Mind-mechanisnis
proposedo have comeout. Infantsaresourcef
im- andexpressionsto themselesasmuchasto
the persondnteractingwith them, seealso (Hob-
son, 2002). Accordingto (Gallagher 2001), and
| agreewith him, evenin adultlife, our socialca-
pacitiesarenotpurelymediatedy amechanisnin
thehead.He proposeshatwe look for theembod-
ied practice,or primary intersubjectrity, which is
the basisof our socialtalent. (Hobson,2002)pro-
posesa similar approach put both authorsfail to
go deepethanadescriptve, psychologicalevel.

1According to Gallaghery the samecriticism appliesto
simulationtheory but thereis no spacehereto gointo this.

4 Capturing Intersubjectivity

Whatis necessaryafterits descriptionandlocali-
sation,is a methodfor probingthe mechanisnof
socialinteraction. This is the systemcomprising
of the partnersin the corversation,i.e. the inter
actors,with their specificstructure ? andthe ervi-
ronmentin which they interact. A crucial charac-
teristic of this’interpersonakchoreographyis that
it developsfrom infangy to adulthoodandchanges
accordingto who you interactwith. Researclthat
goessomeway in the directionof unraveling this
phenomenoiby modelingturn-takingin simulated
"developing’ robots,is doneby (Di Paolo, 1999);
(Di Paolo,2000)andby (Ikegami& lizuka,2003).
Furtherwork is necessaryo understandhe mech-
anismandhow it is connectedvith thinking. This
canbedoneby comparingandintegratingresearch
of thesortreferredto with investigation®f autism.
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