
In Defence of Functional Analysis

Joe Faith

School of Cognitive and Computing Sciences, University of Sussex, Brighton, UK

josephf@cogs.susx.ac.uk

Abstract

Computationalism presupposed a modular-

functional analysis of cognitive behaviour, and its

failure has encouraged the search for alternative

analytical techniques, such as behavioural decom-

position and dynamical systems theory. This pa-

per argues that these alternatives can be no more

than useful heuristics, and that a functional anal-

ysis is necessary for an understanding of inten-

tional adaptive behaviour, but that this need not

imply the existence of cognitive modules.

1 Mechanism, Explanation and Elimina-

tion

The function of most of the interactions between a liv-

ing thing and its environment are directly metabolic |

digestion, respiration, photosynthesis, etc. In the case

of the simplest of organisms these are the only interac-

tions engaged in. However, more complicated organisms

also engage in interactions in which the function is not

directly metabolic, but depend upon an objective rela-

tionship between that bit of the environment with which

it is engaged, and some other bit that may hold some

adaptive bene�t | what Gibson described as an a�or-

dance [27]. For example, when an animal reacts to light

hitting its retina it does so, not because this reaction in

itself helps the animals survival, but because the pattern

of light on the retina stands in some objective relation-

ship to some feature of the environment that may be. (In

some cases | such as plant phototaxis | the two func-

tions are combined in one behaviour). In other words the

function of these interactions is about something else in

the environment. These interactions are thus necessarily

intentional: they can only be understood by reference to

the distal object. If the organism is to be consistently

adaptive then the objective relationship between it and

that a�ordance must be re
ected
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in some way in the

organism's nervous system (if not in its psychological

experience).

If a behaviour is adaptive in this way then it must

display some form of regularity: if there is food avail-

able, then the organism must reliably �nd it; if there is
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\Re
ected" is used, not in the mirror-like sense, but in the

sense of \the change in the weather was re
ected in people's dress".

a predator, then it must avoid it; and so on. In general,

adaptive behaviour presupposes behaviour that is regu-

lar, reliable or robust with respect to some a�ordance

o�ered by the environment [27]. Obviously not all such

regular behaviours will be adaptive | consider an or-

ganism that reliably runs towards a predator | nor does

the regularity have to perfect. Nonetheless, behavioural

regularity is a pre-requisite of behavioural adaptivity.

How can a mechanism produce such behavioural reg-

ularities | what is the nature of this \re
ection"? One

way is for them to be codi�ed in a set of rules that use

representations of the state of the environment (such as

\if there is some food, then move towards it"), and then

to build a system that follows these rules. This is the

intuition underlying computationalism, with all its at-

tendant problems [10].

An alternative is described by Daniel Dennett:

But how could the order be there, so visible amidst

the noise, if it were not the direct outline of a con-

crete orderly process in the background? Well, it

could be there thanks to the statistical e�ect of

very many concrete minutiae producing, as if by a

hidden hand, an approximation of the \ideal" or-

der. Philosophers have tended to ignore a variety

of regularity intermediate between the regularities

of planets and other objects \obeying" the laws of

physics and the regularities of rule-following (that

is, rule-consulting) systems. These intermediate

regularities are those which are preserved under

selection pressure. [18, p43]

Thus behavioural regularities need not be produced

by a corresponding functional entity in the underlying

mechanism| a \controlled variable" [48] | rather they

can be a collective by-product of many essentially inde-

pendent processes. Douglas Hofstadter [31, p642] gives

the example of a computer system whose performance

degrades disastrously when there are more than, say,

35 users on the system. A naive observer may suspect

that there is a mechanism that detects the number of

users and controls performance accordingly. In fact the

drop in performance is due to the system \thrashing"

| spending so much time swapping between users, that

there is no time left for useful processing. This reg-

ular, environmentally-contingent, behaviour is a result



of what Hendriks-Jansen calls \interactive emergence"

[30] between the mechanism and its environment, and

is not caused by any discrete functional entity in the

former. These two ways of producing behavioural regu-

larities correspond to Marr's distinction between Type I

and Type II mechanisms [37].

A rule-following, Type I, system has at least two levels

of organisation: the lower level of the underlying mech-

anism, and the higher level of the rules that it follows.

For example, a digital computer is realised in an electro-

dynamical system that displays higher-level organisation

in the form of the virtual machinery of its software. This

higher level of organisation is as real as the lower level,

and cannot be reduced to it: the higher level can be ex-

plained in terms of the lower, but cannot be explained

away. A full explanation of the system must describe

both levels. A Type II system, on the other hand, has

no such higher level of organisation. Its behaviour when

interacting with an environmentmay possibly be describ-

able in terms of strict rules, but these rules are purely a

property of its behaviour and do not correspond to any

entities in (or level of organisation of) the underlying

mechanism.

The regularities in adaptive, behaviour are usually de-

scribed using intentional terminology. For example: \the

agent turned left because it thought that there was some

food over there and it was hungry". If the behaviour were

produced by a Type I mechanism that instantiates these

rules as a level of organisation, then these descriptions

would be true explanations | they would not just de-

scribe the behaviour, but also correctly identify features

of the mechanism that produced that behaviour. In our

example, there would be some functional entity in the or-

ganism's mechanism that corresponds to the sensing of

the position of the food on the various di�erent occasions

when the intentional description could be applied.

However, there need be no such correspondence. If the

mechanism were of Type II then the intentional interpre-

tation may accurately describe the behaviour of the agent

even though it bears no relationship to the way in which

the underlying mechanism produces that behaviour. If

this is the case then we would be justi�ed in eliminat-

ing the intentional explanation in favour of an analysis

purely in terms of the underlying mechanism, understood

as a dynamical system [45][12]. The intentional interpre-

tation would be descriptive, but not explanatory.

Consider this analogy. Suppose that a ball were af-

fected by two forces: one pushing north, and one west.

We can describe the behaviour of the ball as being due

to a single force acting north-west, and this is a per-

fectly accurate, and predictive, description. However

the entities postulated by this description bear no re-

lation to the mechanism that produced the behaviour.

It is thus equivalent to an intentional interpretation of a

Type II system. A true explanation of the behaviour of

the ball would eliminate the resultant force in favour of

the underlying components, just as the intentional inter-

pretation should be eliminated in favour of a dynamical

systems explanation. Note that we cannot distinguish

between the descriptions of the behaviour on a purely

empirical basis, rather we have to investigate the mech-

anism that produced the behaviour.

The central problem of naturalising intentionality is

in what sense is it true that an agent interracts with

a distal object, rather than with proximal stimuli. This

paper avoids this problem, and instead asks in what sense

is it useful to make such claims. The conclusion is that

if an ascription of intentionality to an agent is to have

explanatory, rather than just descriptive, virtue, then it

must be grounded in the functional organisation of the

mechanism underlying its behaviour.

2 The Evolution of Adaptive Behaviour

There is no a priori reason why natural or arti�cial adap-

tive systems should be of either type: both are capa-

ble of displaying exactly the same behaviours. However

there are practical reasons why Type I mechanisms will

be favoured when behaviours emerge through a process

of learning, development, or evolution | unlike Hofs-

tadter's example, which was an accidental by-product of

a design produced for another purpose.

Recall that adaptive behaviour demands that an agent

coordinate its activity with respect to an a�ordance that

the environment o�ers. To do this the agent must detect

it | where \detect" is used in the widest sense of \being

in
uenced by its presence". Given some a�ordances, and

some sensory mechanisms, this can be done very simply.

Consider one of the vehicles discussed by Braitenberg

[6]: a mobile robot with two driven wheels, a castor to

prevent toppling, and two light sensors, both pointing

forwards with one to the left and one to the right. If the

output from the left sensor is connected to the right mo-

tor, and vice versa, then the robot will continuously turn

and move in the direction of the strongest light source.

This reliable behaviour is not due to any internal repre-

sentations or a rule-following mechanism. The presence

of an a�ordance can also be detected in much more com-

plex sensory input, given a suitable sensory mechanism

| such as the tracheal tubes of the female cricket, which

are precisely tuned to detect the male's chirp [52][32].

In these cases there is a very simple relationship be-

tween the presence of an a�ordance and a particular

sensory input, and a Type II mechanism is capable of

using this relationship to produce adaptive behaviour.

However organisms often have to use general-purpose

mechanisms (such as retinal arrays or olfactory bulbs)

rather than specialised detectors (such as tracheal tubes,

or pheromone detectors). As the sensory mechanisms

become more general, so the presence of particular a�or-

dances become less explicit. For example, in olfactory



systems that detect pheromones, the presence of the af-

fordance that the pheromone signals is proportional to

the activity of a local set of receptor cells. In contrast,

when an odour is detected by an olfactory bulb it pro-

duces an oscillatory pattern that is distributed across a

very wide area [44]. How can neural mechanisms evolve,

or learn, to use such general sensory systems to reliably

detect the presence of an a�ordance?

In such cases, the more successful mechanisms will be

those that are better able to generalise from one case of

a behavioural regularity to another. Consider shift in-

variance. In this case the regularity required is a similar

response to an image that may be presented at di�er-

ent positions on a retina. It would be possible to teach,

or evolve, a Type II mechanism to respond suitably to

a number of particular image presentations. However,

since it is a Type II mechanism then the way in which

it achieves these responses may have nothing in common

with each other: the behavioural regularity may not be

due to a regularity in the underlying mechanism.

This mechanism is likely to be robust against certain

changes in input: the addition of noise to the input would

only change each input channel by a small amount, and

thus we may expect the response of the mechanism to be

similar. However other changes, such as moving the im-

age on the retina, result in each input channel changing

by a large amount | spots that were dark will now be

light, and vice versa. There is no reason why a previously

successful mechanism would produce similar behaviour

given such di�erent novel inputs. By contrast, a Type

I solution would, by de�nition, involve some functional

element that responds similarly to the same pattern re-

gardless of its particular position. Such a solution, if it

can be found, will generalise more robustly and will thus

be favoured by evolution or a learning regime.

For example, one possible (though completely arti�-

cial) Type II solution to learning shift invariance would

be a look-up table that lists a number of di�erent reti-

nal inputs and their required responses. This solution is

completely incapable of generalising beyond the listed in-

puts, unlike a Type I solution that depended on noticing

what the positive cases had in common.

Type I organisation need not be a property of the in-

ternal mechanism; it may also be achieved through active

perception. For example Drosophila solves shift invari-

ance, not through a detector that can recognise a pat-

tern anywhere on the retina, but by moving its eye until

a template is matched [19]. A similar strategy is used in

[43] to solve the problem of distinguishing small objects

from large ones using only a one dimensional array of

proximity sensors. If the vehicle \wall-hugs" any object

that it comes across, then the size of the object being

hugged will be inversely proportional to the rate of turn-

ing, which can be detected as a di�erence in left and

right wheel speeds. Both methods achieve a�ordance-

behaviour regularities by unifying a�ordance-detection

through a single functional unit | whether this uni�ca-

tion is done internally or through the agents own activity.

Thus we would expect Type I a�ordance-detection to

be an almost inevitable product of even the most un-

biased learning or evolution regimes [49]; and, indeed,

this is the case. In [22] Floreano and Mondada describe

the arti�cial evolution of a neural network controller for

a Khepera-style robot. Its task is to explore a simple

arena, returning to a recharging \base" that is demar-

cated by a black 
oor patch, directed by a bright light.

The �tness of an individual rises with the total amount

of movement, along with avoiding obstacles. Although

the need to recharge is not an explicit element in the �t-

ness function, it is a behaviour that obviously must be

evolved in order to maximise �tness. Thus the location

of the base is a feature of the environment that it would

be very useful for the robot to detect (though it could be

found by a random search, albeit less e�ciently). The

most �t individual was found to be using one hidden

node of the network in order to do this | its activation

corresponded to the distance from the base, reaching a

maximumwhen it was \home". As the authors note:

In this experience the robot autonomously

evolved the ability to use the raw sensor data and

built an internal representation of the world in or-

der to �nd the recharging area and return to this

place at a given time. This behaviour is based

on an accurate evaluation of the battery residual

time and on an internal representation of the en-

vironment. In fact some of the hidden nodes dis-

played activation levels that clearly mapped the

environment geometry. [41]

The second example is [29], in which a team from the

University of Sussex evolved a neural network to control

the movement of a camera-head mounted on a gantry,

whose motion is designed to mimic that of a wheeled

robot. In this case both the internal network, and the

morphology of the visual sensors, was available for selec-

tion. The task presented was to approach a white tri-

angular target, whilst avoiding a rectangular one. The

successful robot used two sensors, one with a visual �eld

above the other. It locates the triangle by rotating on

the spot until just the lower sensor sees white, when it

moves straight ahead. This has the e�ect of �xating the

robot on the oblique edge of the triangle. As the trian-

gle looms up such that both sensors go high, or if the

motion causes the edge to be lost, then the robot will

start to rotate until the edge can be �xated again. The

rotate/move-straight distinction is e�ected by a single

unit that takes an inhibitory connection from the upper

sensor and an excitatory link from the lower, and is thus

only fully activated when the robot is facing towards the

triangle's edge. Therefore this robot uses a mixture of



active perception, a sensor morphology closely tied to

the structure of the environment, and a representational

architecture in order to produce adaptive behaviour.

The evolutionary pressure to generalise behaviour thus

produces a pressure to localise function. Thus we �nd

that the most robust, stereotyped, behaviours are pro-

duced by the most functionally specialised mechanisms.

For example, sensory-motor behaviours, such as saccades

or �xation movements, that have to be very fast and re-

liable tend to be produced via very clearly de�ned topo-

graphic cortical maps [39].

It is also worth remembering that not all compo-

nents are localised, structurally individuated entities like

hearts and lungs: in small animals the functions of respi-

ration and circulation can be achieved by di�usion pro-

cesses. This does not imply that there are no entities |

stomata etc | that carry this function, but that they

form a distributed, functionally individuated, \compo-

nent" or subsystem; rather than a localised, structurally

indivuated, one. Similarly, componential-functional de-

composition in neural networks need not imply the exis-

tence of \grandmother" cells, or even of clearly delimited

modules. Something can play a well-de�ned functional

role with respect to other components even if it is not

topographically localised. For an intuition pump, think

of the geographically di�use functional components of

human societies, such as political organisations, classes,

companies etc. As was shown above, it is usually only

the most stereotyped behaviours that result in localised

functional modularisation; and even these do not work

in isolation. For example, although only a small number

of neurons are directly involved in the gill-withdrawal

re
ex of Aplysia, up to 300 others are simultaneously ac-

tivated, since siphon stimulation also causes many other

behaviours: mantle contraction, inking, mucus release,

postural changes, respiratory pumping etc. [2]

Functions Without Computations

It must be emphasised that a functional decomposition

is relative to a behaviour of the overall system [14]. This

is the crucial di�erence between this approach to func-

tional analysis, and the modular-functional analysis of

classical computationalism. Fodor [23] argues for the ex-

istence of modules that are the prior explanatory atoms

of all cognitive behaviour. Modules are general purpose,

they play the same role in all behaviour, and so have a

�xed function. However, the functional analysis given

above starts from a particular behaviour, and then asks

how it is achieved. Analysing di�erent behaviours may

reveal a di�erent functional decomposition with no com-

ponent playing the same role in each case. It is modu-

larity, rather than functional analysis per se that de�nes

a computationalist perspective.

When a single unit is described as representing the

presence of a target triangle, this is a description of how

a mechanism achieves a behaviour. Representation is

not what an entity is, but rather what it does in a be-

havioural context. Representation is not merely a cor-

relation between internal and external state that only

exists for an external observer, but a relational, func-

tional property between a mechanism and a particular

behaviour that it displays.

3 Functional Analysis and Dynamical

Systems Theory

What do we gain by a functional analysis of such simple

systems? After all, if a functional analysis is needed in

a simple case like the triangle-seeking robot, then there

seems no principled reason why it could not be applied

in even simpler cases. For example, the neural mecha-

nism of the Braitenberg light-seeking vehicle is actually

no more than a pair of crossed wires. However we could

describe it in functional terms as an input module (com-

prising the two sensors) that passes a representation of

the world (the state of the two wires) to the output mod-

ule (the motors). Although no principled \bottom line"

for functional explanation can be given, this need not

invalidate its use. After all, if we consider a vacuum

that contains just a few molecules of a gas, then con-

cepts such as \temperature" and \pressure" would seem

super
uous compared to a far more precise kinematic de-

scription of the molecular motion. However this does not

mean that the bulk gas properties are not well-de�ned; it

is only when the number of molecules increases that the

explanatory power of these properties becomes essential.

A more principled objection is that functional-

intentional explanations should be eliminated in favour

of a description of the agent in its environment as a cou-

pled dynamical system (DS) [28][50]. At this point two

versions of the DS Theory should be distinguished, de-

pending on what are taken as the state variables of the

system. The state variables are the explanatory \atoms"

of DST. Once a set of state variables has been identi�ed,

then their relationships and e�ects on each other are de-

scribed with a set of evolution equations. Factors that

are external to, but impact upon, the system are included

as parameters to those equations. Two dynamical sys-

tems in which the state variables of one system act as the

parameters for the other (and vice versa) are described

as being coupled, and together form a new super-system

which may, in turn have its own environment and param-

eters. A dynamical system is analysed by examining the

structure and topology of the phase space of the system,

and any basins of attraction that underpin any identi�-

able behavioural modes | what Agre and Chapman call

\routines" [1].

The �rst, weaker, version of DST allows mental and in-

tentional attributes to be used as state variables | such

as the motivations, beliefs and decisions modelled in [11].

This approach thus shares the fundamental Cartesian



assumption of classical computational psychology, that

cognition takes place in a mental \space" built from rep-

resentations of the world. The only di�erence is that the

rules for the manipulation of these representations are

essentially temporal. The weak form of DST therefore

stands in the same relation to computationalism as clas-

sical connectionism [16]: it shares an explanatory frame-

work, but uses more complicated rules.

The stronger form of DST therefore restricts state vari-

ables to be non-mental, i.e. physical, properties of the

system and its environment [4] [46]. This approach was

�rst used 50 years earlier by Ross Ashby [3]. In the case

of agents built from a neural network, the obvious choice

of state variables are the activation of single neurons or

neural masses [33][24]. However, this restriction has con-

sequences for how DST can be used.

DST is supposed to provide an explanation of how

cognitive behaviour is produced, rather than simply de-

scribing the dynamics of the internal mechanism. In or-

der to do this a DST model must therefore include not

just a whole agent but also its environment (though see

[34]). Let us assume for the moment that determining

the evolution equations for state variables that are in-

ternal to the agent is unproblematic. The environment

can then be handled in one of three ways. The �rst is

to ignore it by leaving any environmental impact on the

system as undetermined parameters: this is obviously no

answer for analysing the behaviour of whole agents. The

second, as advocated in [46] and [4], is to treat the envi-

ronment as a dynamical system in its own right, tightly

coupled to that of the agent. This, however, is a form

of Laplacean reductionism. Consider trying to produce

a DST model of a bird trying to land in a tree. The bird

must coordinate its body with a swaying branch using its

eyes, brain, and muscles. The obvious state variables for

the bird will include retinal cell inputs, the activations of

the neurons in the visuo-motor system, and muscle nerve

outputs. However the retinal inputs to the system will be

a�ected by the most trivial changes in the environment:

the wind catching a leaf and causing a shadow to move,

for instance. This perturbation of input will, in turn, al-

ter the trajectory in the phase space of the system. If we

want to know how the bird lands reliably despite the inci-

dental movement of so many factors in the environment,

then it seems as though we will have to model the tree in

as much detail as the nervous system of the bird. This

is impossible in practise, even if we agree with Laplace

that it may be possible in principle. The only case of a

full DST analysis of a whole agent-environment system

that I am aware of is [33], in which the environment is

completely static. In [4] the neural network controller for

a hexapod robot is modelled as a dynamical system, but

its environment is treated as the body that it controls

(the environment external to the body is again assumed

to be static), and only a localised 5-neuron subsystem

is analysed as such. (This is not meant to detract from

the great subtlety of the evolved design. The point is

that it is not possible to fully appreciate it from a purely

dynamical systems perspective.)

The only alternative for DST is to postulate features

of the phase space of the agent-environment system that

are immune to the incidental, un-modellable, changes to

state variables. This is the way in which Walter Freeman

uses DST to model oscillations in the olfactory bulb [25].

Two points should be noted about this model. The �rst

is that it is not an attempt to model a whole agent-

environment system, rather it is a model of an isolated

functional module with a well-de�ned input and output.

Second, the whole point of this model and the experimen-

tal in vivo work on which it is based [51], is to show how

certain characteristics of the phase space of the olfactory

bulb are immune to certain changes in input: in partic-

ular that the spatial amplitude pattern of the dominant

oscillations carries odorant information [26], despite the

stochasticity of epithelial receptor activity [35]. In other

words, DST is being used to examine how the olfactory

bulb ful�lls the function of the classi�cation of odorant

information; in this case it underpins, rather than un-

dermines, a functional analysis [21].

In general, DST tries to relate particular behaviours

to topological features in the phase space of the system.

This requires two things. The �rst is that certain state

variables of the agent and environment have to be ig-

nored at certain times: for example if we want to know

how an agent is physically negotiating an obstacle, then

the olfactory input will not be relevant. This corresponds

to taking projections of the phase space in order to re-

veal topographic regularities. A system could well be in a

well-de�ned limit cycle with respect to 2 state variables,

whilst another varies seemingly randomly. The under-

lying order is only exposed if we consider a 2-variable

sensory-motor subsystem, for which the state variables

of the larger system act as parameters. Changes to these

parameters may well drastically alter the topology of the

subspace causing a change in the behavioural mode, and

hence they cannot be ignored but, until they do change,

the exhibited behaviour must be analysed with respect

to a subset of state variables. If we recall that state vari-

ables measure physical properties of parts of the system,

then dynamical systems analysis requires that a partic-

ular behaviour is related to properties of a physical sub-

system. Second, the topographic features to which be-

havioural modes are related are identi�ed with respect

to values of state variables | i.e., with respect to the

internal state of a subsystem. The internal state may

not be a static value, but rather | as in the case of the

olfactory bulb | must be a stable mode of activity.

Therefore, contrary to the many claims made for it,

if DST is to be used to analyse the adaptive behaviour

of whole agents in dynamic environments it will require



that the presence of a�ordances in the environment be

related to the functional role of the state of subcompo-

nents of the system. In other words, DST in practise

produces a functional, componential, and hence inten-

tional, analysis. Adaptive systems, like everything else,

may be modelled as a dynamical system. The point is

that they cannot be understood as such.

4 Functional Analysis and Behavioural

Decomposition

Another proposed alternative to the componential-

functional analysis of adaptive behaviour is behavioural

decomposition. Instead of decomposition into simpler

functions, the overall behaviour should be decomposed

into simpler behavioural capacities. As Cummins puts it:

A cook's capacity to bake a cake analyzes into

other capacities of the \whole cook". . . .My ca-

pacity to multiply 27 time 32 analyses into the

capacity to multiply 2 times 7, to add 5 and 1,

etc. These capacities are not (so far as is known)

capacities of my components: indeed, this analy-

sis seems to put no constraints at all on my com-

ponential analysis. [15, p29]

Brooks [7][8] has demonstrated how each of these

whole-agent capacities may be achieved by a \layer" in

a control architecture, connected to the sensors and mo-

tors of the system and working semi-independently of

each other. (Also see [36] [30] [47].) Contrast this to the

normal modular decomposition [23] in which only the

sensory and motor modules are connected to the outside

world, with all other modules communicating between

themselves using representations.

However, given a behavioural decomposition and a cor-

responding layered control architecture, the problem still

remains of how each of these layers achieve their, admit-

tedly simpler, intentional behaviours. Brooks et al ar-

gue that this can be achieved \by using the world as its

own best model" | in other words without any com-

plex transformations of sensory input. However, unless

\magic sensors" are available which detect the presence

of an a�ordance directly (and pheromone detectors are a

common natural example), then this will not be possible.

Even the most cited implementation of Brooks' architec-

ture, Matari�c's Toto [38], uses clearly de�ned, localised

components to indicate states of the agent-environment

interaction. As Brooks states:

My earlier paper [10] is often criticised for ad-

vocating absolutely no representation of the world

within a behaviour-based robot. This criticism is

invalid. I make it clear in the paper that I re-

ject traditional Arti�cial Intelligence representa-

tion schemes. I also made it clear that I reject

explicit representations of goals within the ma-

chine.

There can, however, be representations which

are partial models of the world | in fact I men-

tioned that \individual layers extract only those

aspects of the world which they fund relevant

| projections of a representations into a simple

subspace". The form these representations take,

within the context of the computational model we

are using, will depend on the particular task those

representations are to be used for. [9, p19]

Behavioural decomposition also often implicitly as-

sumes that adaptive agents have a discrete set of dis-

tinct units of behaviour [20] | one for each layer. For

example, Hendriks-Jansen describes species-speci�c �xed

action patterns as \natural kinds" | atoms out of which

the overall behavioural repertoire is built [30]. The same

intuition underlies the use of extrinsic �tness functions

to evolve neural network controllers for adaptive agents,

scoring each member of the population on their perfor-

mance on a precisely de�ned behaviour. This is closely

related to Dawkins' genetic determinism, in which the

\extended" phenotype of the organism| which includes

behavioural properties | is divided into discrete traits,

each of which is encoded by a single gene [17].

Beer and Gallagher [5] have tried to avoid this be-

havioural atomism by advocating the use of intrinsic

�tness functions, in which the selection is more \nat-

ural". Instead of reproductive success being determined

by success in a behavioural trial, the members of the

population have autonomous metabolic and reproduc-

tive cycles. This means that, as in natural selection,

the evolved agents are judged on their overall \way of

life" rather than performance over a set of atomistic be-

haviours. (See [42] for a simple example.)

5 Conclusion

If we want to understand how evolved mechanisms pro-

duce adaptive behaviour, then there is no philosophical

or practical alternative to functional analysis. A dynam-

ical systems analysis, though a useful counterweight to

computationalist assumptions, is based on a Laplacean

philosophical error and reduces to functional analysis in

practise. Behavioural decomposition is a useful heuristic

for synthesis, but assumes the existence of behavioural

atoms, and begs the question of how those atoms are

achieved.

A functional analysis of the adaptive behaviour of an

agent must relate how it is coordinated with respect to

a�ordances o�ered by the environment, to internal func-

tional entities. Therefore the analysis will be necessarily

intentional. Instead of discarding functional, intentional

analyses, we should investigating how they can be used

in non-modular, non-computational ways.
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