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Abstract

This paper is concerned with the types of invariance exhibited by Ra-

dial Basis Function (RBF) neural networks when used for human face

classi�cation, and the generalisation abilities arising from this behaviour.

Experiments using face images in ranges from face-on to pro�le are pre-

sented to show the RBF network's invariance to 2-D shift, scale and y-axis

rotation. Finally, the suitability of RBF techniques for future, more au-

tomated face classi�cation purposes is discussed.

1 Introduction

The work reported here is based on a masters degree project and dissertation

(Howell 1993) completed at the University of Sussex, and is primarily concerned

with the generalisation capabilities exhibited by RBF neural networks in a static

face recognition task. This work is being extended to a more fully `environmen-

tal' process which is able to identify individuals in video sequences and interpret

their gestures. The human face poses several severe tests for any visual system:

the high degree of similarity between di�erent faces, the extent to which expres-

sions and hair can alter the face, and the large number of angles from which

a face can be viewed in common situations. A face recognition system must

be robust with respect to this variability and generalise over a wide range of

conditions to capture the essential similarities for a given human face.

The RBF network has been identi�ed as valuable model by a wide range of

researchers (Moody & Darken 1988, Moody & Darken 1989, Poggio & Girosi

1990, Girosi 1992, Musavi et al. 1992, Ahmad & Tresp 1993). Its main char-

acteristics are �rst, its computational simplicity (only one layer involved in

supervised training which gives fast convergence), and second, its description
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by a well-developed mathematical theory (resulting in statistical robustness).

RBFs are seen as ideal for practical vision applications by Girosi (1992) as they

are good at handling sparse, high-dimensional data (common in images), and

because they use approximation which is better than interpolation for handling

noisy, real-life data. RBF networks are claimed to be more accurate than those

based on Back-Propagation (BP), and they provide a guaranteed, globally op-

timal solution via simple, linear optimisation. RBF techniques should be well

suited to the face recognition task and may �nd second-order (relative distance)

di�erences that can generalise well rather than �rst-order (absolute distance)

information.

Many cognitive studies of the way human faces are perceived (Bruce & Young

1986, Bruce 1988, Ellis & Young 1989, Hay & Young 1982, Hay et al. 1991) have

contributed to our understanding of the problems for automating this kind of

visual processing. For example, the disproportionate e�ect on face recognition

of inversion has been taken as support for special mechanisms in face processing

(see (Hay & Young 1982) for a critical review). At a general level, there is also

support for treating face classi�cation as a task separate from, say, expression

interpretation (Ellis & Young 1989). This study describes evidence for sepa-

rate mechanisms being present in human vision for facial recognition and facial

expression recognition. This is shown most clearly in prosopagnostic people,

who cannot distinguish individual faces, but can usually still `read' emotional

states from expressions. At a more detailed level, there is support for having

face `units' for recognising familiar faces (Bruce & Young 1986, Bruce 1988).

This idea is partly captured by the RBF techniques described next where the

�rst layer of the network maps the inputs with a hidden unit devoted to each

view of the face to be classi�ed. The second layer is then trained to combine

the views so that a single output unit corresponds to the individual person.

2 The RBF Network Model

The RBF network is a two-layer, hybrid learning network (Moody & Darken

1988), similar to the BP model in terms of structure, activation and gradient

descent methods in its supervised layer from the hidden to the output nodes.

However, the unsupervised layer, from the input to the hidden, di�ers in that

individual radial Gaussian functions for each hidden unit simulate the e�ect

of overlapping and locally tuned receptive �elds. They use the vector norm

distance, r = ji� cj (which is equivalent to r =

P

N

x=1

(i

x

� c

x

)

2

) between the

N-dimensional input vector i and hidden unit centre c (N being the number of

input units). The output value can be seen to reach a maximum when i nears

c. The input vectors are unit-normalised.
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Each hidden unit has an associated � (sigma) `width' value which de�nes

the nature and scope of the unit's receptive �eld response

1

. This means that,

unlike the BP network, the RBF has an activation that is related to the relative

proximity of the test data to the training data. This allows a direct measure of

con�dence in the output of the network for a particular pattern. If a pattern is

extremely di�erent to those trained, very low (or no) output will occur.

The output o for hidden unit h (for a pattern l) can be expressed as:

o

h

(l) = exp[�

r

h

(l)

2

�

2

h

]; (1)

where

r

h

(l) = ji(l)� c

h

j: (2)

The hidden layer output is also unit-normalised as suggested by (Hertz et

al. 1991).

For output unit i, the output is:

o

i

(l) =

X

h

w

ih

o

h

(l): (3)

Weight adjustment is made with the Widrow-Ho� delta learning rule

2

to

minimize the error measure (cost function) E of the network:

E =

X

l

E(l) =

X

l

X

i

[t

i

(l) � o

i

(l)]

2

; (4)

where t

i

(l) is the target output for unit i with pattern l.

Convergence of the network whilst training is de�ned as the point when the

error measure for the network goes below a pre-determined `error limit' value.

The error � for output unit i is:

�

i

(l) = t

i

(l) � o

i

(l): (5)

This is combined with two �xed parameters which control the speed of change,

�, the learning rate, and �, a momentum term, to give the change in value for

weight w

ih

between the output and hidden layers:

�w

ih

(l) = ��

i

(l)�

h

(l) + ��w

ih

(l � 1) (6)

The RBF network's success in approximating non-linear multidimensional

functions is dependent on su�cient hidden units being used and the suitability

of the centres' distribution over the input vector space (Chen et al. 1991). In

this implementation, each hidden unit centre has been set to one of the training

patterns, and the weights w

ih

are initialised to the target output values, ie

w

ih

= t

i

(l), as recommended in Hertz et al. (1991).

1

it is equivalent to the standard deviation of the width of the Gaussian response, so larger

values allow more points to be included

2

also known as LMS (least mean square) rule
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Figure 1: Entire 10-image range for one person as produced by frame grabber

3 Method

To simplify the problem, lighting and location for the training and test face im-

ages in these initial studies was kept as constant as possible. For each individual

to be classi�ed, ten images of the head and shoulders in ten di�erent positions

in 10

�

steps from face-on to pro�le of the left side (see Fig. 1), 90

�

in all, were

used.

Two data sets were used: Type I with two faces, ie 20 images, for quick

processing to give a general view of the networks' properties, and Type II with

ten faces to give a more realistic test of the network. The resolution of the

images used in the testing is represented as `n�n', ie `10�10' for 10 by 10 pixel

data. The ratio of training and test images used from the data set is represented

as `train/test', for instance, `2/18', where 20 images were in the data set and 2

were used for training and 18 for test.

3.1 Pre-processing of the Test Data

The images were gathered using a video camera and frame grabber, giving 8-

bit grey-scale 384�287 images. To produce data suitable for the network, a

100�100-pixel `window' from which to take face information was located man-

ually in each image. This was centred on the tip of the person's nose, so that

visible features on pro�les, for instance, should be in roughly similar locations to

face-on. This `window' could then be sub-sampled to a variety of resolutions for

testing, ranging from 12�12 to 100�100. It was hoped that this would contain

enough of the individual's facial features without too much distracting data,

such as hair, background, etc.

The grey-levels were then compressed to remove unnecessary or superuous

details in the face (see Fig. 2). This left a narrow mid-range, where the majority

of variation in facial details occured. This was found to be necessary in order
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Figure 2: Example 25�25 subsampled

face data

Figure 3: Example 21�21 convolved,

binarised face data

to avoid the creation of confusing patterns, such as when changes in grey-level

intensity in irrelevant regions such as hair highlights and background details

became as prominent as the facial details such as eyes and mouth.

A `di�erence of Gaussians' (DoG) convolution was then performed on the

image to combine edge boundary detection with Gaussian smoothing. This pro-

cess �nds zero-crossings, originally described in Marr (1982), which are locations

where the second derivative of the intensity values in the image undergo a sign

change, and are especially useful for object segmentation. The idea of DoG-style

valley-detecting convolution, where the `width' scale is adjusted to be sensitive

to face-sized features, is discussed in Bruce (1988) as being particularly optimal

for face processing.

The �nal step was threshold binarisation (see Fig. 3), a technique commonly

used after convolution to aid viewing of zero-crossings information.

These processing techniques can be seen to act together to reduce the di-

mensionality of the data in order that a minimal set (hopefully containing most

of the signi�cant information) is passed on to the network. This is needed be-

cause training times for neural networks are extremely sensitive to the scale of

the data, and the quality of generalisation can also be adversely a�ected by

extraneous data.

Since this is a classi�cation task, there is an assumption that the image

represents a human face, so no `non-face' response is possible. However, the

statistical nature of the output could lead to a `con�dence measure' from the

level of output. Currently, classi�cation of input by the network is simply given

by the output node with the highest value.
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3.2 Image Resolution Data Sets

A range of resolutions were used for testing (the �gures in brackets indicate the

resolution before convolution): 10�10 (12�12), 21�21 (25�25), 44�44 (50�50),

and 90�90 (100�100). If the 10�10 could give as accurate results as the 90�90,

one could take advantage of a considerable reduction in the amount of data to

be processed: from 8100 elements per image for 90�90 to 100 elements for the

10�10. This would be especially useful in the training stage, as the number

of input units will be directly related to the computational work done, from a

fraction of a second for 10�10 data to several minutes to an hour for 90�90.

3.3 Shift and Scale Invariance Data Sets

Two data sets were created from the original data to test the RBF network's

generalisation abilities: A scale invariance data set was produced with �ve copies

of each image: one at the standard sampling `window' size, two smaller (�12:5%

and �25% of the standard surface area), and two larger (+12:5% and +25%).

An o�set invariance data set was produced also with �ve copies of each image:

one at the standard sampling `window' position, and four others at the corners

of a box centred on the standard position such as all x,y positions were � 10

pixels from the centre.

4 RBF Network Results

4.1 Type I Data with Varying � Values

Learning rate: 0.99, error limit: 0.005.

These tests were carried out with 20 images from 2 faces to check the in-

uence of a �xed global (mean) � value of the hidden units in the network on

the success of identifying test patterns, to check its' inuence on generalisation.

The intuitive sense was that a higher � would be better at generalisation, but

might become confused with similar patterns of di�erent classes.

It was observed that, as the � value grew larger, the success rate could

sometimes fall as it `levelled-out' (see Fig. 4). This indicated that not only

are large � values ine�cient (needing long training times), but they do not

necessarily give the best results. This may be due to insu�ciently localised

receptive �elds.

These tests showed that there is clear relationship between � for the hidden

unit response and the classi�cation performance of the network. To automate

the calculation of an e�ective � value, the mean Euclidean distance between

each hidden unit � and all others was used in the global form of the formula

from Stokbro et al. (1990):
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Figure 4: Comparison of generalisation to � with 90�90 face samples
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4.2 Type I Data with Varying Error Limit

The next experiment was to test the network's performance after each training

epoch to show how e�ective a criterion the error limit was. The error limit, ie

how well it could classify the training patterns, was compared with its success

at classifying the test patterns.

Fig. 5, showing the 10/10 training, should be read from right to left. The

network was tested to compare its success rate of classi�cation against its current

error measure value. There is a clear correspondence between recall (for the

training images) and generalisation (for the test images).

2/18 training was also tested, but was much more erratic. The best per-

formance in generalisation (88%) was early on in training at a relatively high

error measure value. If training is continued to minimize the error value to what

would normally be considered as reasonable amount (< 0:1), the success rate

drops to 50%. Since there are less patterns to be learnt here, it seems that the

network becomes very prone to over-training.

In general, however, the lower the error limit, the better the training.
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Figure 5: Comparison of error limit to recall (training images) and generalisation

(test images) for 10/10 training with 44�44 face samples

4.3 Type I Data with Fixed Local � Values

Learning rate: 0.99, error Limit: 0.005.

These tests were to check the success of local automated � values.

Test 1: 90�90 face samples

Training/Test Patterns Mean � Set Epochs % Correct

10/10 0.05 3749 100

6/14 0.05 1507 100

4/16 0.06 866 75

2/18 0.05 55 50

Test 2: 44�44 face samples

Training/Test Patterns Mean � Set Epochs % Correct

10/10 0.10 1989 100

6/14 0.10 841 100

4/16 0.11 670 75

2/18 0.10 88 50
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Test 3: 21�21 face samples

Training/Test Patterns Mean � Set Epochs % Correct

10/10 0.21 4942 100

6/14 0.26 3179 93

4/16 0.27 1664 75

2/18 0.24 57 50

Test 4: 10�10 face samples

Training/Test Patterns Mean � Set Epochs % Correct

10/10 0.54 11271 100

6/14 0.55 5290 86

4/16 0.57 2450 88

2/18 0.55 55 50

One test was made to check the performance of one global automated � value,

taken as the mean of individual values for the hidden units. This showed the

same success rates, but with slower convergence, showing the advantage of local

� values.

These tests showed that an automated � value, especially when local, was ef-

fective for training the network, as these results are equal in all cases to the

maximum success rates recorded in the tests with a varying � value.

The small di�erence in performance between the resolutions, and the computa-

tional expense of the larger patterns suggested that the 21�21 or 44�44 data

sets should be used for further investigation.

4.4 Type I Data - Invariance Testing

Learning rate: 0.95, error limit: 0.05, random selection, run 100 times.

These tests are the most important yet, in that they checked the resilience of the

network to o�set and size variance of the data patterns. The error limit value

was raised to 0.05 in the light of the results (shown in Fig. 5), which showed that

little improvement in performance was gained with error limit values < 0:1 or

so. This higher value showed signi�cant reductions in processing times, which

became more important as the amount of data increased.

Test 5: 21�21 face samples, o�set variance

Training/Test Patterns Min/Max Epochs Min/Max % Correct

40/60 32868/109319 78/97

20/80 2684/4898 71/91

10/90 658/1376 64/80
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Test 6: 21�21 face samples, size variance

Training/Test Patterns Min/Max Epochs Min/Max % Correct

40/60 6642/20120 92/93

20/80 1378/1820 79/91

10/90 648/1077 72/91

These tests show that the RBF network can work extremely well with even quite

high degrees of variation in the image data, showing a performance equal (in

some cases, higher) than for the non-variant data.

4.5 Type I Data - Clustering Test

Moody & Darken (1989) proposed the use of the K-means clustering algorithm

to reduce the number of hidden units, however Musavi et al. (1992) described

a simpler procedure, which was followed with slight adaptations. The distance

d

opp

of the nearest cluster of di�erent class is compared to potential clusters

made up of random combinations of existing clusters of the same class. If

d

opp

> �R, where � is a constant (1 � � � 3), the new cluster is accepted.

High values of � encourage clustering and low values discourage.

This procedure was adapted by assuming that R = 1 with unit-normalised

vectors, and by doing an exhaustive search of all potential clusters. This search

iteratively selects the cluster with the largest d

opp

value (assuming that it is

greater than �). The disadvantage with this is that it tends to be very slow, and

may become unusable in larger applications as the number of clusters increases.

The actual results with 21�21 samples, o�set variance and 20/80 training

showed slower convergence as the hidden units were clustered, with unpre-

dictably uctuating success rates.

This seems to indicate that clustering is not required and that the hidden layer

is already at its optimal size. Note that Stokbro et al. (1990) recommends

adding N hidden units to each original hidden unit (where N is the input vector

dimensionality) for e�cient interpolation. As this would have led to a hidden

layer of hundreds or thousands of units in our case, we would then have needed

clustering.

4.6 Type II Data Tests

Learning rate: 0.99, error limit: 0.05.

Due to the increased amount of data (100 images) to process for the ten people,

these tests concentrated on the 21�21 face samples only. Random selections
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were taken from each group to allow a useful spread of data.

Test 7: No variation, � set individually

Training/Test Patterns Min/Max Epochs Min/Max % Correct

50/50 11161/25138 72/78

20/80 2102/2532 58/64

10/90 254/274 31/43

Test 8: O�set variation, � set individually

Training/Test Patterns Min/Max Epochs Min/Max % Correct

100/400 325063/732436 32/37

60/440 56532/373322 28/34

50/450 14303/25788 28/31

40/460 12880/15311 25/27

20/480 2114/2886 19/23

Test 9: Size variation, � set individually

Training/Test Patterns Min/Max Epochs Min/Max % Correct

100/400 413613/912466 30/38

60/440 58673/119653 27/35

50/450 12499/25832 27/31

40/460 12380/14150 25/29

20/480 1748/2931 18/23

4.7 Remarks

It can be seen that the RBF network performs signi�cantly better than a purely

random choice of the classes, which would give 50% for the Type I (2 face) data

and 10% for the Type II (10 face) data. As with the Type I tests, the variant

data gave similar performance to the non-variant where the train/test ratios

were the same.

5 BP Network Results

A standard two-layer BP network was used for comparison. Random `noise',

added to the patterns when presented for training (not recall), helped with

generalisation and the speed and success of convergence. This `noise' can be
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seen as a smoothing factor on the energy landscape, as constructed from the

energy function in Eq. 4, which helps speed the BP network gradient descent

to a suitable global minimum. It is signi�cant that the RBF network did not

require this smoothing, indicating a more robust model.

The BP network with 21�21 data was capable of 100% success rates even with

2/18 training, although this dropped to 78% without added noise.

For the Type II (10 person) data, training tests with 21�21 images were at-

tempted with the BP network using a wide range of values for the variable

parameters, such as learning rate, noise level and number of hidden units, but

a combination which allowed the network to converge was not found.

6 Conclusion/Future Work

In summary, the locally-tuned linear Radial Basis Function (RBF) networks

showed themselves to be superior for the face recognition task when compared

to the more complex, non-linear Back-Propagation (BP) based networks and

tested on the larger 10-person data set. The RBF nets continued to show a fair

level of discrimination between the di�erent people's faces whereas the BP nets

were unable to classify them at all with this data set despite producing good

performance on the 2-person data set. This is a promising result for the RBF

techniques considering the high degree of variability introduced by the varying

views of a person's face in these data sets. The result is also backed up by

the high level of performance of the RBF nets which held up with increased

size and o�set variance on the 2-person data set. The rather lower level of

performance of the RBF nets on the 10-person data set was also little a�ected

by the increased size and o�set variance introduced in more challenging tests of

their discrimination ability.

The idea of centering the nose of the pro�le views seems to have worked well

in this study and coped with missing features from the other side of the face.

This is in good accord with known results from Ahmad & Tresp (1993) who

trained a variety of nets to recognise stationary hand gestures from computer-

generated 2-D views (polar coordinates) of �ngertips. They obtained good gen-

eralisation for 3-D orientation and showed that RBF nets were able to cope well

even when much of the data was missing. Although their standard test data

was handled well by a BP net, it performed badly with missing features and

su�ered a serious falling o� in performance as more elements were lost. They

showed, however, that a Gaussian RBF net (of the kind we used in our studies)

could cope well, having a success rate of over 90% even with 50% of the fea-

tures missing. This behaviour is very useful for coping with occlusion and other

factors which lead to incomplete visual data.

The invariance observed for the RBF nets would certainly be adequate for

coping with data isolated by an automated `face-�nder' routine. This is neces-
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sary for the next stage of development in which faces must be found in image

sequences using a combination of a wide-angle camera and separate `retinal'

camera to capture close-up views of a person's face on demand. The statistical

nature of the information successfully captured by RBF nets to do the discrim-

ination task may well also be e�ective for the face localisation task. It is clear

from the work of Turk & Pentland (1991) and others using statistically based

techniques that this is the key to good performance and the RBF techniques

have the added advantage of being mathematically well-founded.

In future experiments, the performance could be improved by taking a more

sophisticated measure of con�dence from the output nodes in the RBF nets. For

example, the simple `winner takes all' strategy used here gave a conventional

success rate of 50% in one training set but a more sophisticated metric relying on

the di�erences between output values could be used to separate those with below

average di�erences and boost the success rate to 80% of those that remain. How

useful this would be in practise remains to be determined but it shows promise

for situations in which further evidence (another close-up) can be gathered to

get con�dent judgements of identity.

Another avenue of further investigation is the use of these techniques in more

real-life applications. Here it will be necessary to determine ways of becoming

robust to lighting variations, facial expressions, di�erences in appearance due

to make-up, hairstyles etc. In addition, it will be useful to show that the RBF

techniques can cope with rotations of view about the x and z axis as well as

the y axis as tested so far. The simpli�cation of the test conditions used so far

allowed us to test the factors that seemed to be the most important (human

heads move primarily around the y axis in upright cannonical views). The

results are promising but more work is required to develop a useful system for

face recognition.
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