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Abstract. We study typed behavioural equivalences for the $\pi$-calculus, in which the type system allows a form of subtyping. This enables processes to selectively distribute different capabilities on communication channels.

The equivalences considered include typed versions of testing equivalences and barbed bisimulation equivalences.

We show that these can be characterised via standard techniques applied to a novel labelled transition system of configurations. These consist of a process term together with two related type environments; one constraining the process and the other its computing environment. ${ }^{1}$

## 1 Introduction

Type systems are playing an increasingly important role in the theory of distributed systems. They are essentially a form of static analysis which help in the elimination of run-time errors from programs. Within the theory of distributed systems this intuitive notion of run-time error has been extended to include a diverse range of properties. For example in $[12,3]$ type systems have been designed to detect potential deadlocks while [18] introduced a system of types for the $\pi$-calculus which are used to control the interpretation of the $\lambda$-calculus. This system of types was extended further in [17] and now forms the basis for the powerful type system implemented in the programming language Pict, [19]; related type systems for higher-order concurrent languages may be found in [10, 11]. In papers such as $[21,20]$ types have been used to manage access control to resources, while in [22] notions of trust have been incorporated in order to protect good host sites from bad computing agents.

Sub-typing is an essential part of most of these systems. For example in Pict (according to [19], page 9) it is relatively rare for communication channels to be used for both input and output in the same "region" of a program. Typically servers have one form of access while clients require a different form. These access requirements can be implemented and managed using a subtype relation on the set of types. For example a particular channel may be declared with a type which allows both read and write

[^0]access; this channel could be passed to one process, say a server, at a subtype which only allows read, or input access, and passed to a client at a different subtype, allowing write, or output access only. Indeed in papers such as [21, 25] types are viewed as sets of capabilities, such as read access and write access, and sending a name to a process at a subtype amounts to sending it with a subset of the declared capabilities.

The subject of this paper is the investigation of behavioural equivalences for typed process languages, particularly in the presence of subtyping. The type environment in which a process runs obviously affects its behaviour, and therefore behavioural identities. Let us informally write

$$
\Gamma \vdash P \simeq Q
$$

to denote that $P$ and $Q$ exhibit the same behaviour when run in an environment constrained by some type environment. The type environment dictates the type at which identifiers may be used and also, indirectly, the names actually in existence; if an identifier is not in the domain of $\Gamma$ then intuitively it can not be used by the process or its environment. Then, using the syntax of the $\pi$-calculus, we would expect the identity

$$
\Gamma \vdash(a!\langle v\rangle R) \mid P \simeq P
$$

if the identifier $a$ is not in the domain of the constraining environment $\Gamma$. It should also be true if it were in the domain but $\Gamma$ dictates that it could only be used to output values. In this case neither $P$ nor the process environment would never be able to exercise the component $a!\langle v\rangle R$; to do so would require read access to $a$, which is forbidden by $\Gamma$.

In the presence of subtyping the situation gets more complicated. For example consider the two processes, again expressed in $\pi$-calculus syntax,

$$
\begin{aligned}
& P \equiv(\text { new } c: \operatorname{rw}\langle \rangle) a!\langle c\rangle \mid c!\langle v\rangle S \\
& Q \equiv(\text { new } c: \operatorname{rw}\langle \rangle) a!\langle c\rangle \mid \mathbf{0}
\end{aligned}
$$

Both generate a new channel $c$ at some type $\mathrm{rw}\rangle$ which allows both read and write access. Now suppose $\Gamma$ is a type environment in which the type associated with $a$ is such that it can only be used to write identifiers which themselves can be used for at most write access. Such types are a standard part of many of the type systems for the $\pi$-calculus, [18]. In this situation we would expect

$$
\Gamma \vdash P \simeq Q
$$

because no observing process can exercise the $c!\langle v\rangle$ component. This follows since the observing process can only gain knowledge of the new chan-
nel $c$ by receiving it on the channel $a$; but this method of transmission ensures that it can never obtain read access on $c$, because of the type of $a$ in $\Gamma$, and therefore can never activate the component $c!\langle v\rangle$.

Intuitively in ( $\dagger$ ) the type environment $\Gamma$ constrains both the processes being observed, but also the processes with which they are interacting, the observing processes. However this example shows that in general the type environment of the observer diverges from that of the observed processes, in this case $P$ and $Q$. After the communication on the channel $a$ the observed processes, $P$ and $Q$, are now working relative to the environment $\Gamma$ augmented with the new name $c$ at the type $\mathrm{rw}\rangle$, while the observing process is working with respect to a different type environment, $\Gamma$ augmented with $c$ at a different type; in fact a subtype of $\mathrm{rw}\rangle$.

In papers such as $[2,17]$ behavioural equivalences have been defined for typed versions of the $\pi$-calculus. These are along the lines that for ( $\dagger$ ) to be true, $C[P]$ and $C[Q]$ must exhibit the same (simple) behaviour for all contexts $C[$ ] which are suitably typed respect to $\Gamma$. Moreover interesting identities have been established, [24]. However all of the proofs involve complicated reasoning over possible contexts, essentially establishing a form of Context Lemma in each particular case. This is in contrast to the untyped behavioural equivalences, [13, 8], for which there are a range of powerful techniques based on labelled transition systems. These describe processes in terms of the actions they can perform and their consequences, with judgements of the form

$$
P \xrightarrow{\mu} Q
$$

In this paper we show that similar techniques can be developed for typed equivalences.

The central idea is to replace the untyped actions above with new judgements of the form

$$
\mathcal{I} ; \Delta \vdash P \xrightarrow{\mu} \mathcal{I}^{\prime} ; \Delta^{\prime} \vdash Q
$$

where $\Delta$ represents the type environment of the observed process, $P$, and $\mathcal{I}$ the knowledge that the surrounding context, or observing context, knows of $\Delta$. Performing an action may result in the modification of either, or both, of these environments. Triples of the form $\mathcal{I} ; \Delta \vdash P$, with minor consistency requirements, are called configurations and our judgements endow the set of configurations, Conf, with the structure of a label transition system (lts). We show that typed versions of barbed congruence and may and must testing equivalences can be characterised by adapting the standard approaches, $[13,8]$ to this lts.

We now outline the remainder of the paper. In the following section we

| $T, U$ ::= |  | Terms |
| :---: | :---: | :---: |
|  | $u ?(X: A) T$ | Input |
|  | $u!\langle v\rangle T$ | Output |
|  | if $u=v$ then $T$ else $U$ | Matching |
|  | (new $n$ : A) $T$ | Name Creation |
|  | $T \mid T$ | Concurrency |
|  | *T | Repetition |
|  | 0 | Termination |
| $X, Y$ ::= |  | Patterns |
|  | $x$ | variable |
|  | $\left(X_{1}, \ldots, X_{n}\right)$ | tuple |
| $u, v, w::=$ |  | Values |
|  | $b v$ | base value |
|  | $n$ | name |
|  | $x$ | variable |
|  | $\left(u_{1}, \ldots, u_{n}\right)$ | tuple |

Figure 1. The Syntax
review our version of the $\pi$-calculus, which uses a set of types derived from those in [21], although they are only a minor variation of those from [18]; the section contains a standard operational semantics, in terms of an lts, that is a labelled transition system, a type inference system and a statement of Subject Reduction. In Section 3 we define the typed behavioural equivalences which are the main concern of the paper. This is followed by the principal section of the paper, Section 4, where we define the set typed actions which gives rise to the lts Conf; this section also contains an analysis of Conf and proofs of the various properties we require of it. This is followed by two technical sections, Section 5 which contains a characterisation of the typed testing equivalences, and Section 6 which contains a co-inductive characterisation of typed barbed congruence. The paper ends with a short example and a conclusion, which contains a comparison with related work.

## 2 The Language

In this section we review the (polyadic) $\pi$-calculus, its standard operational semantics and the type system we use throughout the paper.

The syntax of the language is given in Figure 1. We presuppose a countable supply of both variables, ranged over by $x, y$, and names, ranged over by $n, m$. Readers familiar with the $\pi$-calculus will find little of surprise here except perhaps the omission of the non-deterministic choice operator. This operator has little impact with respect to typing, and in particular, subtyping, so we disregard it for the purposes of this paper. The input operator $a ?(X: \mathrm{A})-$ acts as a binder for the variables occurring in the pattern $X$ while (new $n: A$ ) - binds the name $n$. This gives rise to the usual notion of alpha conversion between terms, $\equiv_{\alpha}$, and we refer to closed terms, those containing no free occurrences of variables, as programs; they are ranged over by $P, Q$. More generally we use $\mathrm{fn}(T), \mathrm{fv}(T)$ to denote the set of free names, variables respectively, in the term $T$. We assume a well-defined capture-free substitution operation $T\{v / X\}$ which allows the value $v$ to be substituted for the pattern $X$ throughout the term $T$; this assumes that $v$ has the same structure as $X$, and as usual we require occurrences of variables in patterns to be unique.

For technical reasons we present the reduction relation $\xrightarrow{\tau}$ between untyped programs using structural induction and untyped labelled transitions. The generating rules are presented in Figure 2 and are entirely standard for the polyadic $\pi$-calculus. The actions, ranged over by $\mu$, take the form
INPUT: $\xrightarrow{a ? v}$
OUTPUT: $\xrightarrow{(\tilde{c}: \tilde{\mathrm{C}}) a!u_{\mathrm{u}}}$
REDUCTION: $\xrightarrow{\tau}$
We use $\operatorname{bn}(\mu)$ for the set of bound names in the action $\mu$, that is, $\operatorname{bn}((\tilde{c}: \tilde{\mathrm{C}}) a!v)$ is $\tilde{c}$ and empty otherwise, and write $\mathrm{n}(\mu)$ for all of its names. We will use the $\Longrightarrow$ notation for so-called weak transitions in which $\tau$ reductions are abstracted. Specifically, $\xlongequal{\tau}$ is the transitive closure of $\xrightarrow{\tau}$ and $\Longrightarrow$ is the reflexive closure of $\xlongequal{\tau}$. For labelled transitions, $\xlongequal{\alpha}$, denotes $\Longrightarrow \xrightarrow{\alpha} \Longrightarrow$ and, for a string of actions $\alpha_{1}, \ldots, \alpha_{n}, \xrightarrow{s}$ refers to the relational composition $\xlongequal{\alpha_{H}} \ldots \xlongequal{\alpha_{n}}$.

We now present the types used, and the subtyping relation $<$ :, in Figure 3. In addition to some primitive types such as int, bool we have types of the form $r\langle A\rangle, w\langle B\rangle$ and $\{r\langle A\rangle, w\langle B\rangle\}$, where $A, B$ are in turn types. Values allocated these types, respectively, are to be thought of as channel names with the capability to read values of type A, write values of type B or both. We will often use the shorthand $\mathrm{rw}\langle A\rangle$ to mean $\{r\langle A\rangle, w\langle A\rangle\}$. Since we use a polyadic version of the $\pi$-calculus we also allow tuple-types. It will also be convenient to have a maximal type $\top$, which dominates all types in the subtyping relation. Intuitively a name $a$ at this type can not be used for either reading or writing; but our version


Figure 2. The Operational Semantics

## Types:

$$
\overline{\top, \text { int, bool } \in \text { Types }}
$$

$$
\begin{aligned}
& \frac{\mathrm{A} \in \text { Types }}{\mathrm{r}\langle\mathrm{~A}\rangle \in \text { Types }} \\
& \mathrm{w}\langle\mathrm{~A}\rangle \in \text { Types }
\end{aligned}
$$

$$
\frac{\mathrm{A}, \mathrm{~B} \in \text { Types, } \mathrm{B}<: \mathrm{A}}{\{\mathrm{r}\langle\mathrm{~A}\rangle, \mathrm{w}\langle\mathrm{~B}\rangle\} \in \text { Types }}
$$

$$
\frac{\mathrm{A}_{i} \in \text { Types }}{\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right) \in \text { Types }}
$$

## Subtyping:

$$
\begin{array}{ll}
\frac{\mathrm{A}<: \mathrm{A}^{\prime}}{\mathrm{r}\langle\mathrm{~A}\rangle<: \mathrm{r}\left\langle\mathrm{~A}^{\prime}\right\rangle} & \frac{\mathrm{A}<: \mathrm{A}^{\prime}}{\mathrm{w}\left\langle\mathrm{~A}^{\prime}\right\rangle<} \\
\{\mathrm{r}\langle\mathrm{~A}\rangle, \mathrm{w}\langle\mathrm{~B}\rangle\}<: \mathrm{r}\left\langle\mathrm{~A}^{\prime}\right\rangle & \{\mathrm{r}\langle\mathrm{~B}\rangle, \mathrm{w} \\
& \\
\frac{\mathrm{A}<: \mathrm{A}^{\prime}, \mathrm{B}<: \mathrm{B}^{\prime}}{\left\{\mathrm{r}\langle\mathrm{~A}\rangle, \mathrm{w}\left\langle\mathrm{~B}^{\prime}\right\rangle\right\}<:\left\{\mathrm{r}\left\langle\mathrm{~A}^{\prime}\right\rangle, \mathrm{w}\langle\mathrm{~B}\rangle\right\}} & \overline{A<: \top} \\
\frac{\mathrm{A}_{i}<: \mathrm{A}_{i}^{\prime}}{\left(\mathrm{A}_{1} \ldots \mathrm{~A}_{n}\right)<:\left(\mathrm{A}_{1}^{\prime} \ldots \mathrm{A}_{n}^{\prime}\right)} &
\end{array}
$$

$$
\frac{\mathrm{A}<: \mathrm{A}^{\prime}}{\mathrm{w}\left\langle\mathrm{~A}^{\prime}\right\rangle<: \mathrm{w}\langle\mathrm{~A}\rangle}
$$

$$
\left\{\mathrm{r}\langle\mathrm{~B}\rangle, \mathrm{w}\left\langle\mathrm{~A}^{\prime}\right\rangle\right\}<: \mathrm{w}\langle\mathrm{~A}\rangle
$$

| (T-ID) | (T-base) | (T-TUP) |
| :---: | :---: | :---: |
| $\Gamma(u)<$ A | $b v \in$ Base | $\Gamma \vdash v_{i}: A_{i} \quad(\forall i)$ |
| $\bar{\Gamma}$ 据 | $\Gamma \vdash b v:$ Base | $\Gamma \vdash\left(v_{1}, \ldots, v_{k}\right):\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{k}\right)$ |
|  | (T-OUT) | (T-EQ) |
| (T-IN) | $\Gamma \vdash u: w\langle\mathrm{~A}\rangle$ | $\Gamma \vdash u: \mathrm{A}, v: \mathrm{B}$ |
| $\Gamma, X: \mathrm{A} \vdash T$ | $\Gamma \vdash v: \mathrm{A}$ | $\Gamma \vdash U$ |
| $\Gamma \vdash u: r\langle A\rangle$ | $\Gamma \vdash T$ | $\Gamma \sqcap\{u: \mathrm{B}, v: \mathrm{A}\} \vdash T$ |
| $\overline{\Gamma \vdash u ?(X: A) T}$ | $\overline{\Gamma \vdash u!\langle v\rangle T}$ | $\overline{\Gamma \vdash \text { if } u=v \text { then } T \text { else } U}$ |
|  | (T-NEW) | (T-STR) |
|  | $\Gamma, a: \mathrm{A} \vdash T$ | $\Gamma \vdash T, U$ |
|  | $\overline{\Gamma \vdash(\text { new } a: A) T}$ | $\overline{\Gamma \vdash T \mid U, * T, \mathbf{0}}$ |

Figure 4. The Typing Rules
of the $\pi$-calculus has name matching and therefore a name at type $\top$ can be compared to other names.

Thus our types are a generalisation of those introduced in [18]. The subtyping relation $<$ : can also be viewed as the obvious generalisation of their subtyping relation. In fact our types, and our subtyping relation, are a mild variation of those used in [21], to which the reader is referred for more details, particularly with respect to the following result:

Proposition 2.1 The set of types Types is a preorder with respect to $<$ :, with both a partial meet operation $\sqcap$ and a partial join $\sqcup$.

The essential point here is that if two types $\mathrm{A}_{1}, \mathrm{~A}_{2}$ are bounded below, that is $B<: \mathrm{A}_{1}, B<: \mathrm{A}_{1}$ for some type $B$ then they have a greatest lower bound, $\mathrm{A}_{1} \sqcap \mathrm{~A}_{2}$. Intuitively $\mathrm{A}_{1} \sqcap \mathrm{~A}_{2}$ is the "union of the capabilities" in $\mathrm{A}_{1}$ and $A_{2}$. Because the write capability $w\langle-\rangle$ is contravariant with respect to $<$ : the definition of $\sqcap$ requires the existence of a partial join $\sqcup$.

We now present the type inference rules for process terms in Figure 4. The judgements are of the form $\Gamma \vdash T$ where $\Gamma$ is a type environment, that is a finite mapping from identifiers, variables and names, to types.

For an identifier $i d$ we write $\Gamma, i d:$ A for the type environment obtained by augmenting $\Gamma$ so as to map id to A ; this notation is only defined if $i d$ is not already in the domain of $\Gamma$. More generally we use $\Gamma \sqcap i d$ : A to mean the type environment $\Gamma$, $i d$ : A if $i d$ is not in the domain of $\Gamma$ and $\Gamma^{\prime}$ otherwise, where $\Gamma^{\prime}$ is equal to $\Gamma$ except possibly at $i d$, where $\Gamma^{\prime}$ takes the value $\Gamma(i d) \sqcap A$ (if defined). This notation is generalised in the obvious way to values. We will often write $\Delta$ for closed type environments whose domain consists solely of names.

The reader familiar with the input/output capability types of $\pi$-calculus, [18], should find little surprise in the inference rules except perhaps for the type rule for conditionals, taken from [21]:
(T-ЕQ)
$\Gamma \vdash u: \mathrm{A}, v: \mathrm{B}$
$\Gamma \vdash U$
$\Gamma \sqcap\{u: \mathrm{B}, v: \mathrm{A}\} \vdash T$
$\frac{\Gamma \vdash \text { if } u=v \text { then } T \text { else } U}{}$

In order to establish that if $u=v$ then $T$ else $U$ is well-typed with respect to the type environment $\Gamma$ we would want to at least check that $T$ and $U$ are well-typed with respect to $\Gamma$ and perhaps one might imagine that $u$ and $v$ have the same type. Given that $u$ and $v$ may be different it is perfectly reasonable, particularly in the presence of subtyping, to allow for the fact that $u$ and $v$ may be channels with very different capabilities and we ought not to insist upon them having necessarily the same types. If however, it transpires that $u$ and $v$ are equal, and the conditional branch containing $T$ is taken, then we have gained extra information in the sense that $u$ and $v$ must have the same capabilities and the continuing process $T$ may take advantage of this. The inference rule reflects this reasoning in the hypothesis $\Gamma \sqcap\{u: \mathrm{B}, v: \mathrm{A}\} \vdash T$ (note the switch of types for $u$ and $v$ ). Recall that the $\sqcap$ operator essentially forms a union of capabilities on types.

Our first obligation is to establish that the reduction relation $\xrightarrow{\tau}$ restricts to the subclass of well-typed terms. Moreover, we provide two useful syntactic properties of typed terms with respect to communication actions. We write $\Delta^{r}(n) \downarrow$ to indicate that the type environment $\Delta$ at $n$ has a type of the form $r\langle A\rangle$ or $\{r\langle A\rangle, w\langle B\rangle\}$ and, in this situation, we will write $\Delta^{r}(n)$ to refer to the type A, at which $n$ may read values. Similarly for $\Delta^{w}(n)$ for types with write capability.

Theorem 2.2 (Subject Reduction) Suppose $\Delta \vdash P$. Then

- $P \xrightarrow{\tau} Q$ implies $\Delta \vdash Q$
- $P \xrightarrow{a ? v} Q$ implies $\Delta^{r}(a) \downarrow$ and if $\Delta \sqcap v: \Delta^{r}(a)$ is well-defined then $\Delta \sqcap v: \Delta^{r}(a) \vdash Q$.
- $P \xrightarrow{(\tilde{c}: \tilde{\mathrm{C}}) a!u} Q$ implies $\Delta^{w}(a) \downarrow$, and $\Delta, \tilde{c}: \tilde{\mathrm{C}} \vdash v: \Delta^{w}(a), Q$.

We end this section by briefly defining a structural congruence $\equiv$ of the $\pi$-calculus. This is defined to be the least equivalence extending $\equiv_{\alpha}$, which
is preserved by the operators of the language, and satisfies the axioms:

$$
\begin{aligned}
T \mid(\text { new } a) U & \equiv(\text { new } a)(T \mid U) \text { if } a \notin \mathrm{fn}(T) \\
\text { (new } a) T & \equiv T \text { if } a \notin \mathrm{fn}(T) \\
T \mid U & \equiv U \mid T \\
T \mid \mathbf{0} & \equiv T
\end{aligned}
$$

We state, without proof, the following well-known properties of this structural congruence:

## Proposition 2.3

- For every finite term $T$ (i.e. with no occurrence of replication) there is a new free term $T^{\prime}$, that is a term containing no occurrences of (new) , such that $T \equiv($ new $\tilde{c}: \tilde{C}) T^{\prime}$
- If $P \equiv Q$ and $P \xrightarrow{\tau} P^{\prime}$ then there exists some $Q \xrightarrow{\tau} Q^{\prime}$ such that $P^{\prime} \equiv Q^{\prime}$.


## 3 Typed Behavioural Equivalences

We are interested in developing behavioural equivalences between processes which take into account the type environment in which the processes are operating. We concentrate on two main approaches, the first based on the ability of observers to discern a difference in the run-time behaviour of processes $[16,8]$, while the second, usually associated with bisimulation theory [13], uses co-inductive methods.

### 3.1 Testing Preorders

Here we make explicit the computing context in which a process operates. A test or observer is a finite process with an occurrence of a new reserved name $\omega$, used to report the success of the test. The restriction to finite tests is for convenience only; it is well-known [8] that infinite tests do not result in any extra discriminating power. We let $T$ to range over tests, with the typing rule $\mathcal{I} \vdash \omega!\langle \rangle$ for all type environments $\mathcal{I}$. When placed in parallel with a process $P$, a test may interact with $P$, producing an output on $\omega$ if some desired behaviour of $P$ has been observed. We write
$T \mid P \xrightarrow{\tau}{ }^{\tau} R$ for some $R$ such that $R$ can report success, i.e. $\left.R \xrightarrow{\omega!\rangle}\right\rangle_{\text {. The }}$ stronger relation

$$
P \text { must } T
$$

holds when in every computation

$$
T \mid P \xrightarrow{\tau} R_{1} \xrightarrow{\tau} \ldots \xrightarrow{\tau} R_{n} \xrightarrow{\tau} \ldots
$$

there is some $R_{k}, k \geq 0$, which can report success. Behavioural equivalences can now be defined by requiring that processes react in the same manner for a given class of tests. Here it is appropriate to choose the class of tests which are well-typed relative to a given environment $\mathcal{I}$.

Definition 3.1 (Testing Preorders) We write $\mathcal{I} \models P \sqsubseteq_{\text {may }} Q$ if $P$ may $T$ implies $Q$ may $T$, for every test $T$ such that $\mathcal{I} \vdash T$.
Similarly $\mathcal{I} \models P \check{\sim}$ must $Q$ means that for every such $T$, $P$ must $T$ implies $Q$ must T.
We use $\bar{\approx}$ may and $\bar{\approx}$ must denote the related equivalence relations.
Note that in $\mathcal{I} \vdash P \equiv$ must $Q$ (and similar judgements) the type environment $\mathcal{I}$ is a constraint on the observer, or computing context, rather than the processes $P, Q$ themselves; indeed in the definition there is no requirement on $P, Q$ to be well-typed. However the alternative characterisations of these relations given in Section 5 depend on them being well-typed in a type environment compatible with $\mathcal{I}$.

### 3.2 Co-inductive methods

In this subsection we use type environments as constraints on the processes themselves rather than their computing context.

Definition 3.2 A typed relation over processes consists of a family $\mathcal{R}$ of relations over processes, parametrised by closed type environments,

$$
\mathcal{R}=\left\{\mathcal{R}_{\Delta} \mid \Delta \text { closed type environment }\right\}
$$

which satisfies $P \mathcal{R}_{\Delta} Q$ implies $\Delta \vdash P, Q$.
We normally write $\Delta \models P \mathcal{R} Q$ in place of $P \mathcal{R}_{\Delta} Q$.
Typed relations over processes are generalised to arbitrary terms by defining

$$
\Delta, X: \mathrm{A} \models T \mathcal{R}^{o} U
$$

to be true if for every value $v$, closed type environment $\Delta^{\prime}$ disjoint from $\Delta$ and type A such that $\Delta, \Delta^{\prime} \vdash v: \mathrm{A}$, we have $\Delta, \Delta^{\prime} \vdash T\{v / X\} \mathcal{R} U\{v / X\}$. Note that this enables us to substitute new values, values which are not
necessarily known to the current type environment $\Gamma$, although it does not allow us to extend the types of values which are already in the domain of $\Delta$. However even on closed terms there may be a difference between a relation $\mathcal{R}$ and its open extension $\mathcal{R}^{o}$; in general for $\Delta \models P \mathcal{R}^{o} Q$ to be true we must have $\Delta, \Delta^{\prime} \models P \mathcal{R} Q$ for every allowed $\Delta^{\prime}$. Note that this is a form of weakening.

Definition 3.3 $A$ typed relation $\mathcal{R}$ is said to closed with respect to weakening, or w -closed, if $\mathcal{R}^{o}=\mathcal{R}$.

All the behavioural equivalences we will consider will be w-closed. to define these we need to consider a number of properties of typed relations. Reduction closed: The typed relation $\mathcal{R}$ is reduction closed whenever $\Delta \models P \mathcal{R} Q$ and $P \xrightarrow{\tau} P^{\prime}$ implies there exists some $Q^{\prime}$ such that $Q \Longrightarrow Q^{\prime}$ and $\Delta \models P^{\prime} \mathcal{R} Q^{\prime}$.

Contextual: Contexts are defined by extending the syntax in Figure 1, allowing typed holes $[\cdot \Gamma]$ in terms. The typing system in Figure 4 is extended to contexts in the obvious way, by adding the rule

$$
(\mathrm{T}-\mathrm{CXT}) \quad \overline{\Gamma, \Gamma^{\prime} \vdash[\cdot \Gamma]}
$$

We use $C[]$ to denote contexts with at most one hole and $C[T]$ the term which results from substituting the term $T$ into the hole. We leave the reader to establish

Proposition 3.4 $\Gamma^{\prime} \vdash T$ and $\Gamma \vdash C\left[\cdot{ }_{\Gamma^{\prime}}\right]$ implies $\Gamma \vdash C[T]$.
Then we say the typed relation $\mathcal{R}$ is contextual whenever $\Gamma^{\prime} \models T \mathcal{R}^{o} U$ and $\Gamma \vdash C\left[\cdot{ }^{\prime}{ }^{\prime}\right]$ implies $\Gamma \models C[T] \mathcal{R}^{o} C[U]$.

Unravelling this definition gives the following example consequences for contextual relations over closed terms.

- $\Delta \models P \mathcal{R} P^{\prime}$ implies $\Delta, \Delta^{\prime} \models P \mathcal{R} P^{\prime}$
- $\Delta \models P \mathcal{R} P^{\prime}$ and $\Delta \vdash Q$ implies $\Delta \models P\left|Q \mathcal{R} P^{\prime}\right| Q$.
- $\Delta \models P \mathcal{R} P^{\prime}$ and $\Delta \vdash a!\langle v\rangle \mathbf{0}$ implies $\Delta \models a!\langle v\rangle P \mathcal{R} a!\langle v\rangle P^{\prime}$.
- If $\Delta \vdash a: \mathrm{r}\langle\mathrm{A}\rangle$ and for every $v, \Delta^{\prime}$, such that $\Delta, \Delta^{\prime} \vdash v: \mathrm{A}$ we have $\Delta, \Delta^{\prime} \models T\{v / X\} \mathcal{R} U\{v / X\}$ then $\Delta, \Delta^{\prime} \vDash a ?(X: A) T \mathcal{R} a ?(X: A) U$.
- $\Delta, a: \mathrm{A} \vDash P \mathcal{R} P^{\prime}$ implies $\Delta \models($ new $a: A) P \mathcal{R}$ (new $\left.a: A\right) P^{\prime}$.

The condition on inputs is very natural; $a ?(X: \mathrm{A}) T$ and $a ?(X: \mathrm{A}) U$ are only related if $T\{v / X\}$ and $U\{v / X\}$ are related for every $v$ and $\Delta^{\prime}$ such
that $\Delta, \Delta^{\prime} \vdash v:$ A; this includes values $v$ which are not known in the current environment $\Delta$.

Barb Preserving: For a given name $a$ such that $\Delta \vdash a: r w\langle T\rangle$. we write $\Delta \models P \Downarrow^{\text {barb }} a$ if there exists some $P^{\prime}$ such that $P \xrightarrow{\tau} P^{\prime}$ and $P^{\prime} \xrightarrow{a!\\rangle}$. Then we say the typed relation $\mathcal{R}$ is barb preserving if $\Delta \models P \mathcal{R} Q$ and $\Delta \models P \Downarrow^{\text {barb }} a$ implies $\Delta \models Q \Downarrow^{\text {barb }} a$.

Definition 3.5 (Contextual observational equivalence) Let $\bar{\sim}_{o b s}^{c x t} b e$ the largest typed relation over processes which is

- symmetric, that is each component of the relation is symmetric
- contextual
- reduction closed
- barb preserving.

We will usually write this relation in the form $\Delta \models P \bar{\approx}_{\mathrm{obs}}^{\mathrm{cxt}} Q$, and we emphasise that here $\Delta$ is a constraint on the processes themselves, that is $\Delta \vdash P, Q$, rather than its context.

One significant property of this behavioural relation is:
Lemma 3.6 The relation $\bar{\sim}_{o b s}^{c x t}$ is w -closed. That is $\Delta \models P \bar{\sim}_{o b s}^{c x t} Q$ implies $\Delta, \Delta^{\prime} \models P \equiv_{o b s}^{c x t} Q$.

Proof: Follows immediately from contextuality.
In Section 6 we will give a co-inductive characterisation of this relation in the lts Conf.

## 4 The LTS of Typed Actions

In this section we formally define the typed actions discussed in the Introduction and derive their properties. These actions will form the labelled transition system Conf, which can be used to provide characterisations of the behavioural equivalences discussed in the previous section.

### 4.1 Typed Actions

A type environment $\mathcal{I}$ is compatible with $\Delta$ if

- $\mathcal{I}:>\Delta$
- $\operatorname{dom}(\mathcal{I})=\operatorname{dom}(\Delta)$

Definition 4.1 The triple $\mathcal{I} ; \Delta \vdash T$ is a configuration if $\Delta$ is a closed type environment such that

| (TYlts-RED) | (tylts-out) |
| :---: | :---: |
| $P \xrightarrow{\tau} P^{\prime}$ | $\mathcal{I}^{r}(a) \downarrow$ |
| $\overline{\mathcal{I} ; \Delta \vdash P \xrightarrow{\tau} \mathcal{I} ; \Delta \vdash P^{\prime}}$ | $\overline{\mathcal{I}} ; \Delta \vdash a!\langle v\rangle P \xrightarrow{a!v} \mathcal{I} \sqcap v: \mathcal{I}^{r}(a) ; \Delta \vdash P$ |

(TYLTS-in)
$\frac{\mathcal{I}^{w}(a) \downarrow \quad \mathcal{I} \vdash v: \mathcal{I}^{w}(a)}{\mathcal{I} ; \Delta \vdash a ?(X: \mathrm{A}) P \xrightarrow{a ? v} \mathcal{I} ; \Delta \vdash P\{v / X\}}$
(tylts-open)
$\frac{\mathcal{I}, b: \top ; \Delta, b: \mathrm{B} \vdash P \xrightarrow{(\tilde{c}) a!u} \mathcal{I}^{\prime} ; \Delta^{\prime} \vdash P^{\prime}}{\mathcal{I} ; \Delta \vdash(\text { new } b: \mathrm{B}) P \xrightarrow{(b \widetilde{c}) a!v} \mathcal{I}^{\prime} ; \Delta^{\prime} \vdash P^{\prime}} \quad \begin{aligned} & b \neq a \\ & b \in \mathrm{fn}(v)\end{aligned}$
(Tylts-ctxt)
(TYlts-Equiv)
$\frac{\mathcal{I} ; \Delta \vdash P \xrightarrow{\mu} \mathcal{I}^{\prime} ; \Delta^{\prime} \vdash P^{\prime}}{\mathcal{I} ; \Delta \vdash * P \xrightarrow{\mu} \mathcal{I}^{\prime} ; \Delta^{\prime} \vdash * P \mid P^{\prime}} \quad \frac{\mathcal{I} ; \Delta \vdash P \xrightarrow{\mu} \mathcal{I}^{\prime} ; \Delta^{\prime} \vdash P^{\prime}}{\mathcal{I} ; \Delta \vdash Q \xrightarrow{\mu} \mathcal{I} ; \Delta^{\prime} \vdash P^{\prime}} P \equiv_{\alpha} Q$
$\frac{\mathcal{I} ; \Delta \vdash P \xrightarrow{\mu} \mathcal{I}^{\prime} ; \Delta^{\prime} \vdash P^{\prime}}{\mathcal{I} ; \Delta \vdash P\left|Q \xrightarrow{\mu} \mathcal{I}^{\prime} ; \Delta^{\prime} \vdash P^{\prime}\right| Q} \operatorname{bn}(\mu) \notin \mathrm{fn}(Q)$
$\mathcal{I} ; \Delta \vdash Q\left|P \xrightarrow{\mu} \mathcal{I}^{\prime} ; \Delta^{\prime} \vdash Q\right| P^{\prime}$
$\frac{\mathcal{I}, a: \top ; \Delta, a: \mathrm{A} \vdash P \xrightarrow{\mu} \mathcal{I}^{\prime}, a: \top ; \Delta^{\prime}, a: \mathrm{A} \vdash P^{\prime}}{\mathcal{I} ; \Delta \vdash(\text { new } a: \mathrm{A}) P \xrightarrow{\mu} \mathcal{I}^{\prime} ; \Delta^{\prime} \vdash(\text { new } a: \mathrm{A}) P^{\prime}} a \notin \mathrm{n}(\mu)$

Figure 5. Typed Actions

- $\mathcal{I}$ is compatible with $\Delta$
- $\Delta \vdash T$

The environment $\mathcal{I}$ represents the environment's view of the types allocated to the names in the process. For this reason this view must accord with the actual types allocated to these names. This is guaranteed by requiring $\mathcal{I}:>\Delta$ where $\Delta$ is the actual type context for the term under investigation. Essentially this says that the environment cannot know capabilities for a channel which simply do not exist. The requirement that the domains of the environments be the same is a technical means of ensuring uniqueness of fresh names. We use Conf, ranged over by $\mathcal{C}, \mathcal{D}$, to denote the set of all configurations.

The generating rules for the transition system of typed actions are defined in Figure 5 and are to be understood as acting on configurations. The rules are obtained from those in Figure 2 by taking the type environment of the computing context, $\mathcal{I}$, into account; essentially actions are only possible if they are allowed by $\mathcal{I}$. Note also that the type annotations on the bound names of output actions are dropped; they are only required in Figure 2 for the definition of the untyped reduction relation $\xrightarrow{\tau}$.

Note also that a priori the rule (TYLTS-OUT) is partial in the sense that the conclusion can only be formed if the extended environment $\mathcal{I} \sqcap v: \mathcal{I}^{r}(a)$ is well defined. However the first part of the next Proposition establishes that this meet always exists. It also proves that the set of configurations is preserved by the transitions.

## Proposition 4.2

- If $\mathcal{I}^{r}(v)$ exists and $\Delta<: \mathcal{I}$ then $\mathcal{I} \sqcap v: \mathcal{I}^{r}(a)$, is always defined.
- If $\mathcal{I} ; \Delta \vdash P \xrightarrow{\mu} \mathcal{I}^{\prime} ; \Delta^{\prime} \vdash P^{\prime}$ and $\mathcal{I} ; \Delta \vdash P$ is a configuration then so is $\mathcal{I}^{\prime} ; \Delta^{\prime} \vdash P^{\prime}$.

Proof: For the first statement it is sufficient to prove the stronger statement, that $\mathcal{I} \sqcap v: \mathcal{I}^{r}(a):>\Delta$. This is done by first noting that these can only differ at $v$ so we use the hypothesis $\mathcal{I}:>\Delta$ to reduce our obligation to showing $\mathcal{I}(v) \sqcap \mathcal{I}^{r}(a):>\Delta(v)$. This would follow easily if we knew $\mathcal{I}^{r}(a):>\Delta(v)$ as $\mathcal{I}(v):>\Delta(v)$ clearly holds. So, in order to establish $\mathcal{I}^{r}(a):>\Delta(v)$ we observe that, because $\Delta \vdash a!v . P$, there must exist some A such that
(i) $\Delta \vdash a: \mathrm{w}\langle\mathrm{A}\rangle$
(ii) $\Delta \vdash v: \mathrm{A}$.

This means that $\Delta(v)<$ : A (by (ii)), and that $\mathrm{A}<: \Delta^{w}(a)$ (by (i)). We know that $\mathcal{I}^{r}(a) \downarrow$ and, as $\mathcal{I}:>\Delta$, thus $\Delta^{r}(a) \downarrow$ also. By virtue of being a well-formed type it must be the case that $\Delta^{w}(a)<: \Delta^{r}(a)$ and, in turn, $\Delta^{r}(a)<: \mathcal{I}^{r}(a)$. Collecting these together, transitivity of $<$ : gives the required result.

For the second statement we proceed by rule induction. For the most part this is straightforward, the only involved case arises when $\xrightarrow{\mu}$ has been derived as an instance of the (tylts-out) rule. We demonstrate this case here.

We are to show that $\mathcal{I} \sqcap v: \mathcal{I}^{r}(a) ; \Delta \vdash P$ is a configuration given that $\Delta \vdash a!v . P, \mathcal{I}:>\Delta$, and $\mathcal{I}^{r}(a) \downarrow$. It is easy to see from the type inference rules that $\Delta \vdash P$ and in the first part we have already established the other requirement, namely that $\mathcal{I} \sqcap v: \mathcal{I}^{r}(a):>\Delta$.

It follows that (Conf, $A c t$ ) is indeed a labelled transition system, (lts). In the next two sections we show that the various typed behaviour relations over processes can be characterised by adapting the standard definitions, $[14,8]$ to this lts.

We end this section by establishing various properties which will be required of typed actions. We first determine under what circumstances the untyped actions, in Figure 2, can give rise to typed actions.

Lemma 4.3 Suppose $\mathcal{I} ; \Delta \vdash P$ is a configuration.

- $\mathcal{I} ; \Delta \vdash P \xrightarrow{\tau} \mathcal{I} ; \Delta \vdash Q$ if and only if $P \xrightarrow{\tau} Q$
- $\mathcal{I} ; \Delta \vdash P \xrightarrow{a ? v} \mathcal{I} ; \Delta \vdash Q$ if and only if $\mathcal{I}^{w}(a) \downarrow, \mathcal{I} \vdash v: \mathcal{I}^{w}(a)$ and $P \xrightarrow{a ? v} Q$.
 $P \xrightarrow{(\tilde{c}: \tilde{C}) a!u} Q$.

Proof: Straightforward rule induction.
It turns out that these are the only form of typed actions which can be deduced from the rules. Note that the action determines completely the resulting type environment of the observer, the change from $\mathcal{I}$ to $\mathcal{I}^{\prime}$, but not necessarily that of the process itself. To make this precise let us define the partial predicate after $\mu$ over environments as follows:
$\mu=\tau$ : Here $\mathcal{I}$ after $\mu$ is always defined to be $\mathcal{I}$.
$\mu=a ? v$ : Here $\mathcal{I}$ after $\mu$ is also defined to be $\mathcal{I}$.
$\mu=(\tilde{c}) a!v:$ Here it is only defined if $\mathcal{I}^{r}(a)$ exists and $\mathcal{I} \sqcap v: \mathcal{I}^{r}(a)$ is well-defined; in which case it is this last updated environment.

We leave the reader to check that
Lemma 4.4 If $\mathcal{I} ; \Delta \vdash P \xrightarrow{\mu} \mathcal{I}^{\prime} ; \Delta^{\prime} \vdash Q$ then $\mathcal{I}$ after $\mu$ exists and $\mathcal{I}^{\prime}=$ $\mathcal{I}$ after $\mu$.

So to determine the precise form of a typed action it is now sufficient to describe the resulting type environment of the process, the change from $\Delta$ to $\Delta^{\prime}$. We can now give the precise form of typed actions.

Lemma 4.5 Suppose $\mathcal{I} ; \Delta \vdash P \xrightarrow{\mu}(\mathcal{I}$ after $\mu) ; \Delta^{\prime} \vdash Q$. Then
$\mu=\tau:$ Here $\Delta^{\prime}=\Delta$.
$\mu=a ? v:$ Here $\Delta^{\prime}=\Delta$.
$\mu=(\tilde{c}) a!v:$ Here $\Delta^{\prime}=\Delta, \tilde{c}: \tilde{\mathrm{C}}$ for some $\tilde{\mathrm{C}}$ such that $\Delta, \tilde{c}: \tilde{\mathrm{C}} \vdash v: \mathcal{I}^{r}(a)$.
Proof: Again, a straightforward rule induction suffices.

### 4.2 Contextuality of labelled transitions

An important feature of our labelled transitions of typed actions is that the observations we make of processes are contextually valid. That is to say, the method of the environment learning information regarding communication capabilities from processes by means of the labelled transition system can actually be realised with well-typed code fragments, or contexts, written in our language. The formalisation of this idea simply identifies each label $\alpha$ of the transition system (other than $\tau$ ) with a small testing context of the language with the appropriate properties. These properties essentially say that $\alpha$ transitions induce reductions in $\alpha$ contexts and vice-versa. There is some added technical complications which allow the environment's type information to change over time. After each observation we use the testing context to export all the information about the current state of knowledge to the environment.

The following abbreviations will be useful: if $\mathcal{I}$ is the type environment $v_{1}: \mathrm{A}_{1}, \ldots, v_{n}: \mathrm{A}_{n}$ then we write $(\mathcal{I})$ to represent the tuple type $\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right)$ and we write $v_{\mathcal{I}}$ to mean the tuple of values $\left(v_{1}, \ldots, v_{n}\right)$.

Proposition 4.6 For each label $\alpha$ and each environment $\mathcal{I}$ compatible with $\Delta$, there exists a process $\mathcal{C}_{\alpha}^{\mathcal{I}}$, using a fresh name $\delta$, such that
(i) if $\mathcal{I} ; \Delta \vdash P \xrightarrow{\alpha} \mathcal{I}^{\prime} ; \Delta, \Delta^{\prime} \vdash P^{\prime}$ then $\mathcal{I}, \delta: \operatorname{rw}\langle\mathrm{A}\rangle \vdash \mathcal{C}_{\alpha}^{\mathcal{I}}$ and $P \mid \mathcal{C}_{\alpha}^{\mathcal{I}} \Longrightarrow$ (new $\left.\Delta^{\prime}\right) P^{\prime} \mid \delta!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle$, where $\mathrm{A}=\left(\mathcal{I}^{\prime}\right)$
(ii) if $P \mid \mathcal{C}_{\alpha}^{\mathcal{I}} \Longrightarrow\left(\right.$ new $\left.\Delta^{\prime}\right) P^{\prime} \mid \delta!\left\langle v_{0}\right\rangle$ for some $v_{0}$ and $\mathcal{I}, \delta: \operatorname{rw}\langle A\rangle \vdash \mathcal{C}_{\alpha}^{\mathcal{I}}$ with $\delta \notin \Delta^{\prime}$ and $\operatorname{dom}\left(\Delta^{\prime}\right)=\operatorname{bn}(\alpha)$ then $\mathcal{I} ; \Delta \vdash P \xlongequal{\alpha}(\mathcal{I}$ after $\alpha) ; \Delta, \Delta^{\prime} \vdash P^{\prime}$

Proof: For ease of presentation we restrict ourselves to terms of the monadic $\pi$-calculus, i.e. no tuple types; it is a simple but tedious procedure to extend this to the full polyadic language. Given an environment $\mathcal{I}$ and label $\alpha$ we choose a fresh name $\delta$ of type $\operatorname{rw}\left\langle\left(\mathcal{I}^{\prime}\right)\right\rangle$ and let B be the type $\mathcal{I}^{r}(a)$, if defined, and otherwise $T$. Define the testing processes $\mathcal{C}_{\alpha}^{\mathcal{I}}$ as follows:

- $\mathcal{C}_{a!b}^{\mathcal{I}}=a ?(x: \mathrm{B})$ if $x=b$ then $\delta!\left\langle v_{\mathcal{I} п b: \mathrm{B}}\right\rangle$ else $\mathbf{0}$
- $\mathcal{C}_{(b) a!b}^{\mathcal{I}}=a ?(x: \mathrm{B})$ if $x \notin \mathcal{I}$ then $\delta!\left\langle v_{\mathcal{I}, x: \mathrm{B}}\right\rangle$ else $\mathbf{0}$
- $\mathcal{C}_{a ? b}^{\mathcal{I}}=a!b . \delta!\left\langle v_{\mathcal{I}}\right\rangle$
where $x \notin \mathcal{I}$ is coded using nested conditionals to check that $x$ is not equal to any of the names in $\mathcal{I}$.

As an example of (i) we consider the case in which $\alpha$ is $a!b ;$ the other cases are similar. Note that the hypothesis, $\mathcal{I} ; \Delta \vdash P \xrightarrow{\alpha} \mathcal{I}^{\prime} ; \Delta, \Delta^{\prime} \vdash P^{\prime}$, ensures that $\mathcal{I}^{r}(a)$ is defined and therefore $\mathcal{C}_{\alpha}^{\mathcal{I}}$ is well typed.

We first show $P \mid \mathcal{C}_{\alpha}^{\mathcal{I}} \Longrightarrow\left(\right.$ new $\left.\Delta^{\prime}\right) P^{\prime} \mid \delta!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle$. Applying the hypothesis to Lemma 4.3 we obtain

$$
P \xrightarrow{a!b} P^{\prime}
$$

and, by definition,

$$
\mathcal{C}_{a!!b\rangle}^{\mathcal{I}} \xrightarrow{a ? b} \longrightarrow \delta!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle
$$

These can interact to yield:

$$
P\left|\mathcal{C}_{a!|b\rangle}^{\mathcal{I}} \Longrightarrow P^{\prime}\right| \delta!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle
$$

as required.
To show that the testing process is well-typed let $\Gamma$ be the type context $x: \mathrm{B}, \mathcal{I}, \delta: \operatorname{rw}\left\langle\left(\mathcal{I}^{\prime}\right)\right\rangle \sqcap b: \mathrm{B} \sqcap x: \mathcal{I}(b)$ where $\mathcal{I}^{\prime}$ is $\mathcal{I} \sqcap b: \mathrm{B}$ in this case. It is easy to check that

$$
\Gamma \vdash \delta: w\left\langle\left(\mathcal{I}^{\prime}\right)\right\rangle \quad \text { and } \quad \Gamma \vdash v_{\mathcal{I} \cap b: B}:\left(\mathcal{I}^{\prime}\right)
$$

thus, by applying the typing rule (т-ОUT) we know $\Gamma \vdash \delta!\left\langle v_{\mathcal{I} п b: В}\right\rangle$. This can now be used as a hypothesis to rule (T-EQ) to infer

$$
x: \mathrm{B}, \mathcal{I}, \delta: \operatorname{rw}\left\langle\left(\mathcal{I}^{\prime}\right)\right\rangle \vdash \text { if } x=b \text { then } \delta!\left\langle v_{\mathcal{I} \cap b: \mathrm{B}}\right\rangle \text { else } \mathbf{0} .
$$

We know that $\mathrm{B}=\mathcal{I}^{r}(a)$ so $\mathcal{I}, \delta: \operatorname{rw}\left\langle\left(\mathcal{I}^{\prime}\right)\right\rangle \vdash a: \mathrm{r}\langle\mathrm{B}\rangle$ and this, combined with the previous judgement, allow us to apply (T-IN) to obtain

$$
\mathcal{I}, \delta: \mathrm{rw}\left\langle\left(\mathcal{I}^{\prime}\right)\right\rangle \vdash a ?(x: \mathrm{B}) \text { if } x=b \text { then } \delta!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle \text { else } \mathbf{0} \quad\left(=\mathcal{C}_{a!b}^{\mathcal{I}}\right) .
$$

The reader should note the essential use of the accumulated type information in the hypothesis of the type rule (T-EQ).

For the converse, part (ii), we use the case $\alpha=a ? b$ as an illustrative example. Suppose then that $\mathcal{I}, \delta: \operatorname{rw}\langle(\mathcal{I})\rangle \vdash \mathcal{C}_{\alpha}^{\mathcal{I}}$ and

$$
P\left|\mathcal{C}_{\alpha}^{\mathcal{I}} \Longrightarrow P^{\prime}\right| \delta!\left\langle v_{0}\right\rangle
$$

for some $v_{0}$. It must be the case, as $\delta$ is fresh to $P$, that $v_{0}$ is $v_{\mathcal{I}}$ and, by analysis of the reduction rules, that $P \Longrightarrow \xrightarrow{a ? b} \Longrightarrow P^{\prime}$. Now, we know that $\mathcal{I}, \delta: \operatorname{rw}\langle(\mathcal{I})\rangle \vdash \mathcal{C}_{\alpha}^{\mathcal{I}}$ so from this we can deduce that this must have been inferred from $\mathcal{I} \vdash a: w\langle\mathrm{~B}\rangle$ and $\mathcal{I} \vdash b: \mathrm{B}$ for some type B such that $\mathrm{B}<: \mathcal{I}^{w}(a)$. This ensures $\mathcal{I}^{w}(a) \downarrow$ and $\mathcal{I} \vdash b: \mathcal{I}^{w}(a)$, allowing us to apply Lemma 4.3 to obtain the required

$$
\mathcal{I} ; \Delta \vdash P \Longrightarrow \xrightarrow{a ? b} \Longrightarrow \mathcal{I} ; \Delta \vdash P^{\prime}
$$

## 5 Characterising the Testing Preorders

In this section we give alternative characterisations of the two testing preorders. It should be emphasised that these are obtained by applying the completely standard definitions of traces and acceptance sets, [8], not to the lts obtained from the operational semantics given in Figure 2, but to the lts of types actions, Conf. However a priori there is a mismatch between formalisation of Conf and the definition of the testing preorders in Section 3.1; the latter uses only one type environment, that of the observer, while the former uses two type environments, one for the observer and the other for the process under observation. To rectify this situation we adapt the testing preorders, in a trivial manner, to typed processes, that is processes with their typing environment.

Definition 5.1 (Testing Preorders) Let $\mathcal{I} \models(\Delta \vdash P) \check{\sim m a y}\left(\Delta^{\prime} \vdash Q\right)$ if

- both $\mathcal{I} ; \Delta \vdash P$ and $\mathcal{I} ; \Delta \vdash P$ are configurations
- $\mathcal{I} \vdash P \sqsubseteq_{\text {may }} Q$

The preorder $\sqsubseteq_{\text {must }}$ is generalised in a similar manner.
To study these relations we need to generalise various properties originally defined for typed relations, that is relations parametrised over single type environments, to relations over configurations, such as $\coprod_{\text {may }}$ and $\check{¿ m u s t ~}^{\text {mat }}$ in the above definition. So for example a natural generalisation of the definition of open extension, on page 11, is to allow $\mathcal{I} \models(\Delta \vdash P) \ll_{\text {may }}^{o}$ $(\Delta \vdash Q)$ whenever $\mathcal{I}, \mathcal{I}^{\prime} \models\left(\Delta, \mathcal{I}^{\prime} \vdash P\right)<_{\text {may }}\left(\Delta, \mathcal{I}^{\prime} \vdash Q\right)$, for every $\mathcal{I}^{\prime}$ disjoint from $\mathcal{I}$. With this definition we have:

Proposition 5.2 The relations $\sqsubseteq$ may and $\equiv_{\text {must }}$ over configurations are w-closed.

Proof: A simple corollary of Lemma 2.3.
We now give alternative characterisations to these behavioural preorders.

### 5.1 May Testing

Typed actions are extended to typed traces a straightforward manner:

- $\mathcal{I} ; \Delta \vdash P \xlongequal{\varepsilon} \mathcal{I} ; \Delta \vdash P$
- $\mathcal{I} ; \Delta \vdash P \xrightarrow{\tau} \mathcal{I} ; \Delta^{\prime} \vdash P^{\prime}$ and $\mathcal{I} ; \Delta^{\prime} \vdash P^{\prime} \xlongequal{s} \mathcal{I} ; \Delta^{\prime \prime} \vdash P^{\prime \prime}$ implies $\mathcal{I} ; \Delta \vdash P \xlongequal{s}$ $\mathcal{I} ; \Delta^{\prime \prime} \vdash P^{\prime \prime}$
- $\mathcal{I} ; \Delta \vdash P \xrightarrow{\alpha} \mathcal{I} ; \Delta^{\prime} \vdash P^{\prime}$ and $\mathcal{I} ; \Delta^{\prime} \vdash P^{\prime} \xlongequal{s} \mathcal{I} ; \Delta^{\prime} \vdash P^{\prime \prime}$ implies $\mathcal{I} ; \Delta \vdash P \xlongequal{\alpha \cdot s}$ $\mathcal{I} ; \Delta^{\prime \prime} \vdash P^{\prime \prime}$

The characterisation depends on a Decomposition and Composition result for these sequences. This requires an asymmetric definition of complementary action. For a visible action $\alpha$ we let $\bar{\alpha}$ denote $a!v$ if $\alpha$ is $a ? v$ and $a ? v$ if $\alpha$ has the form ( $\tilde{c}: \tilde{\mathrm{C}}) a ? v$. Thus $\bar{\alpha}$ transforms an action from the untyped semantics in Figure 2 to one from the typed semantics in Figure 5. It is extended to sequences in the natural way.

Theorem 5.3 (Trace Decomposition) Suppose $T \mid P \xrightarrow{\tau}$ * where $\mathcal{I} ; \Delta \vdash P$ is a configuration such that $\mathcal{I} \vdash T$, and $T$ is newfree. Then there exists a typed trace $\mathcal{I} ; \Delta \vdash P \xrightarrow{s} \mathcal{I}^{\prime} ; \Delta^{\prime} \vdash P^{\prime}$ and a derivation $T \xlongequal{\bar{s}} T^{\prime}$, where $R \equiv(\tilde{c}: \tilde{\mathrm{C}})\left(T^{\prime} \mid P^{\prime}\right)$, for some $(\tilde{c}: \tilde{\mathrm{C}})$.

Proof: By induction on the derivation $T \mid P \xrightarrow{\tau}{ }^{*} R$. The inductive case is when it has the form $T \mid P \xrightarrow{\tau} \xrightarrow{\tau}^{*} R$ and a case analysis is required on the first move. The interesting case is where there is communication between $T$ and $P$.

Output from $T$ то $P$ : In this case we have $T\left|P \xrightarrow{\tau} T^{\prime}\right| P^{\prime} \xrightarrow{\tau}{ }^{*} R$ where

$$
\begin{aligned}
& T \xrightarrow{a!u} T^{\prime} \\
& P \xrightarrow{a ? u} P^{\prime}
\end{aligned}
$$

since $T$ is newfree. Applying Subject Reduction to the first reduction we obtain $\mathcal{I}^{w}(a) \downarrow$ and $\mathcal{I} \vdash v: \mathcal{I}^{w}(a)$, which enables us to apply the second part of Lemma 4.3 to obtain the typed action $\mathcal{I} ; \Delta \vdash P \xrightarrow{a ? u}$ $\mathcal{I} ; \Delta \vdash P^{\prime}$. Subject Reduction also gives $\mathcal{I} \vdash T^{\prime}$ and therefore induction may be applied to obtain the rest of the typed trace.

Output from $P$ тo $T$ : Here we have

$$
T \mid P \xrightarrow{\tau}(\text { new } \tilde{d}: \tilde{D})\left(T^{\prime} \mid P^{\prime}\right) \xrightarrow{\tau}(\text { new } \tilde{d}: \tilde{D}) R^{\prime}
$$

where

$$
\begin{aligned}
& T \xrightarrow{a ? v} T^{\prime} \\
& P \xrightarrow{(\tilde{d}: \tilde{D}) a!v} P^{\prime}
\end{aligned}
$$

Again we can apply Subject Reduction to the first action to obtain $\mathcal{I}^{r}(a) \downarrow$ and we can apply the third part of Lemma 4.3 , this time to obtain the typed action $\mathcal{I} ; \Delta \vdash P \xrightarrow{(\tilde{d}: D) a!v} \mathcal{I} \sqcap v: \mathcal{I}^{r}(a) ; \Delta, \tilde{d}: \tilde{\mathrm{D}} \vdash Q$

Also, since $\mathcal{I} \sqcap v: \mathcal{I}^{r}(a)$ is defined, Subject Reduction gives $\mathcal{I} \sqcap v$ : $\mathcal{I}^{r}(a) \vdash T^{\prime}$ and so we can apply induction to the sequence $T^{\prime} \mid P^{\prime} \xrightarrow{\tau}{ }^{*} R^{\prime}$ to obtain the remainder of the typed trace.

Note that this result is not true if $T$ contains any occurrences of (new $n$ ) ().

Example 5.4 Suppose T, P represent the terms (new c: C) $a!\langle c\rangle c ?() T^{\prime}$ and $a ?(x) x!\langle \rangle P^{\prime}$ respectively, where C is the type $\mathrm{rw}\rangle$, and suppose that $\mathcal{I}$ and $\Delta$ are compatible environments such that $\mathcal{I} \vdash T, \Delta \vdash P$ and $\mathcal{I}^{r}(a)=$ $\Delta^{r}(a)=\mathrm{w}\langle \rangle$; these are easy to construct. Then the derivation $T \mid P \xrightarrow{\tau} \xrightarrow{\tau}$ (new $c: \mathrm{C}$ ) $T^{\prime} \mid P^{\prime}$ can not be decomposed.

This is a consequence of the assumption built into our configurations $\mathcal{I} ; \Delta \vdash P$, that $\mathcal{I}<: \Delta$.

Theorem 5.5 (Trace Composition) Suppose $\mathcal{I} ; \Delta \vdash P \xlongequal{s} \mathcal{I} ; \Delta^{\prime} \vdash P^{\prime}$
 for some $(\tilde{c}: \tilde{\mathrm{C}})$.

Proof: Straightforward induction on $s$.
These two results enable us to state our first characterisation result.

Definition 5.6 For any typed process $\Delta \vdash P$ let

$$
\operatorname{Seq}_{\mathcal{I}}(\Delta \vdash P)=\{s \mid \mathcal{I} ; \Delta \vdash P \xlongequal{s}\}
$$

Then we write

$$
\mathcal{I} \models(\Delta \vdash P)<_{\operatorname{may}}(\Delta \vdash Q)
$$

if $\operatorname{Seq}_{\mathcal{I}}(\Delta \vdash P) \subseteq \operatorname{Seq}_{\mathcal{I}}(\Delta \vdash Q)$.

Our aim is to show that $\check{\Sigma}_{\text {may }}$ coincides with the open extension of $<_{\text {may }}$, $<_{\text {may }}^{o}$. It is the use of the open extension which enables us to capture the effect of tests which generate new names, unknown to the process being observed.

## Theorem 5.7 (Alternative Characterisation of May Testing)

$$
\mathcal{I} \vdash(\Delta \vdash P) \sqsubseteq_{\text {may }}\left(\Delta^{\prime} \vdash Q\right) \text { if and only if } \mathcal{I} \models(\Delta \vdash P)<_{\text {may }}^{o}\left(\Delta^{\prime} \vdash Q\right) .
$$

Proof: (Outline) First suppose $\mathcal{I} \models(\Delta \vdash P)<_{\text {may }}^{o}\left(\Delta^{\prime} \vdash Q\right)$. and $P$ may $T$ for some test $T$ such that $\mathcal{I} \vdash T$. Using the structural congruence the test $T$ may be written as $T \equiv($ new $\tilde{c}: \tilde{C}) T^{\prime}$, where $T^{\prime}$ is newfree; moreover it is easy to check, using Proposition 2.3, that for any process $R, R$ may $T$ if and only if $R$ may $T^{\prime}$. So we establish $Q$ may $T^{\prime}$.

From $P$ may $T^{\prime}$ we know there is a computation

$$
T^{\prime} \mid P \xrightarrow{\tau} R_{1} \xrightarrow{\tau} \ldots \xrightarrow{\tau} R_{n}
$$

for some $R_{n}$ which reports success. We know $\mathcal{I}, \tilde{c}: \tilde{C} \vdash T^{\prime}$, and by weakening $\Delta, \tilde{c}: \tilde{C} \vdash P$. Therefore using Trace Decomposition we can obtain

$$
\begin{aligned}
\mathcal{I}, \tilde{c}: \tilde{C} ; \Delta, \tilde{c}: \tilde{C} \vdash P & \xrightarrow{s} \mathcal{I}^{\prime} ; \Delta^{\prime} \vdash P^{\prime} \\
T^{\prime} & \xlongequal{\bar{s}} T^{\prime \prime}
\end{aligned}
$$

where $T^{\prime \prime} \xrightarrow{\omega!\zeta\rangle}$. The hypothesis ensures

$$
\operatorname{Seq}_{\mathcal{I}, \tilde{c}: \tilde{C}}(\Delta, \tilde{c}: \tilde{C} \vdash P) \subseteq S e q_{\mathcal{I}, \tilde{c}: \tilde{C}}\left(\Delta^{\prime}, \tilde{c}: \tilde{C} \vdash Q\right)
$$

and therefore we have a typed trace

$$
\mathcal{I}, \tilde{c}: \tilde{C} ; \Delta^{\prime}, \tilde{c}: \tilde{C} \vdash Q \xlongequal{s}
$$

Now Trace Composition can be used to obtain a successful computation from $T^{\prime} \mid Q$.

The converse requires the definition of testing processes which can determine if a process can perform a particular trace. These use the terms $\mathcal{C}_{\alpha}^{\mathcal{I}}$, defined in Section 4.2, and since their construction is very similar to those used in Theorem 5.11 below. We leave the details to the reader.

### 5.2 Must Testing

The characterisation of must testing requires a notion of convergence and acceptance set for the lts Conf.

Definition 5.8 (Convergence) We say the configuration $\mathcal{C}$ converges, written $\mathcal{C} \Downarrow$, if there is no infinite sequence of derivations

$$
\mathcal{C} \xrightarrow{\tau} \mathcal{C}_{1} \xrightarrow{\tau} \ldots \xrightarrow{\tau} \mathcal{C}_{k} \xrightarrow{\tau}
$$

This is generalised to trace sets by
$\mathcal{C} \Downarrow \varepsilon$ if $\mathcal{C} \Downarrow$
$\mathcal{C} \Downarrow \alpha \cdot s$ if $\mathcal{C} \Downarrow$ and $\mathcal{C}^{\prime} \Downarrow s$ whenever $\mathcal{C}^{\prime} \xrightarrow{\alpha} \mathcal{C}^{\prime}$
Definition 5.9 (Acceptance Sets) For any configuration let its ready set be defined by

$$
\mathcal{R}(\mathcal{C})=\{a ? \mid \exists v . \mathcal{C} \xrightarrow{a ? u}\} \cup\{a!\mid \exists v, \tilde{c} . \mathcal{C} \xrightarrow{\text { ( } a!u}\} .
$$

Then its acceptance set after $S$ is given by

$$
\operatorname{Acc}(\mathcal{C}, s)=\left\{\mathcal{R}\left(\mathcal{C}^{\prime}\right) \mid \mathcal{C} \xrightarrow{s} \mathcal{C}^{\prime}{\underset{ }{\top}}^{\top}\right\}
$$

Definition 5.10 We write $\mathcal{I} \models(\Delta \vdash P)<_{\text {must }}\left(\Delta^{\prime} \vdash Q\right)$ if for every trace $s$

$$
\begin{aligned}
(\mathcal{I} ; \Delta \vdash P) \Downarrow \text { s implies (a) } & \left(\mathcal{I} ; \Delta^{\prime} \vdash Q\right) \Downarrow s \\
(b) & \forall D \in \operatorname{Acc}\left(\mathcal{I} ; \Delta^{\prime} \vdash Q, s\right) \\
& \exists C \in \operatorname{Acc}(\mathcal{I} ; \Delta \vdash P, s) \text { such that } C \subseteq D .
\end{aligned}
$$

Theorem 5.11 (Must Characterisation) $\mathcal{I} \models(\Delta \vdash P) \sqsubseteq m u s t ~_{\sim}\left(\Delta^{\prime} \vdash\right.$ $Q)$ if and only if $\mathcal{I} \models(\Delta \vdash P)<_{\text {must }}^{o}\left(\Delta^{\prime} \vdash Q\right)$.
Proof: We leave the reader to prove one direction, $\mathcal{I} \models(\Delta \vdash P) \ll_{\text {must }}^{o}$ $\left(\Delta^{\prime} \vdash Q\right)$ implies $\mathcal{I} \models(\Delta \vdash P) \check{m u s t}\left(\Delta^{\prime} \vdash Q\right)$. It follows the lines of Lemma 4.4.13 and Theorem 2.2.5 of [8], but using the Decomposition and Composition Theorems given above; as in Theorem 5.7 tests with new names are handled via the open extension.

To prove the converse we need to show that if $\mathcal{I}, \mathcal{I}^{\prime} \models \Delta, \mathcal{I}^{\prime} \vdash P K_{\text {must }}$ $\Delta^{\prime}, \mathcal{I}^{\prime} \vdash Q$ then there is a test $T$ such that $P$ must $T$ while $Q$ phust $T$. We only consider the case when $\mathcal{I}^{\prime}$ is empty; it contains all the ingredients of the more general case.

There are two possible reasons for $\mathcal{I} \models \Delta \vdash P \nless_{m u s t} ; \Delta^{\prime} \vdash Q$ not being true, concerning convergence and acceptances respectively. Let us first consider convergence. Here the situation is that $\mathcal{I} ; \Delta \vdash P \Downarrow s$, for some $s$, but $\mathcal{I} ; \Delta^{\prime} \vdash Q \xrightarrow{s} \mathcal{I}^{\prime} ; \Delta^{\prime \prime} \vdash Q^{\prime}$ where $Q^{\prime}$ diverges. We construct a test $C(s)$ such that $\mathcal{I} \vdash C(s), P$ must $C(s)$, and $Q$ phust $C(s)$. The definition uses the following notation:

- $P \oplus Q$ is used as shorthand for (new $n$ ) $n!\langle \rangle|n ?() P| n ?() Q$, the internal choice between $P$ and $Q$.
- $\mathcal{C}_{\alpha, n}^{\mathcal{I}}$ will be used to denote the context associated with the action $\alpha$ in Proposition 4.6, however with occurrences of $\delta!\langle v\rangle$ replaced by $n ?() \delta!\langle v\rangle$.
If $s$ is the empty sequence then $C(s)$ is simply $\omega!\langle \rangle \oplus \omega!\langle \rangle$. Otherwise suppose it has the form $\alpha \cdot s^{\prime}$. Then $C(s)$ is defined to be

$$
\begin{aligned}
(\text { new } n) n!\langle \rangle \mid & n ?() \omega!\langle \rangle \mid \\
& \left(\text { new } \delta: \operatorname{rw}\left\langle\mathcal{I}^{\prime}\right\rangle\right) \mathcal{C}_{\alpha, n}^{\mathcal{I}} \mid \delta ?\left(X:\left(\mathcal{I}^{\prime}\right)\right)\left(C\left(s^{\prime}\right)\left\{X / v_{\mathcal{I}^{\prime}}\right\}\right)
\end{aligned}
$$

where $\mathcal{I}^{\prime}$ is $\mathcal{I}$ after $\alpha$.
The $s$ derivation from $\mathcal{I} ; \Delta^{\prime} \vdash Q$ ensures that $\mathcal{I} \vdash C(s)$. The fact that $\mathcal{I} ; \Delta \vdash P \Downarrow s$ ensures that $P$ must $C(s)$ since any stable state reachable from $C(s)$ must be successful. Finally the derivation from $\mathcal{I} ; \Delta^{\prime} \vdash Q$ ending in the divergent $Q^{\prime}$ ensures that $Q$ phust $C(s)$.

The second possibility is that there is some $D \in \operatorname{Acc}\left(\mathcal{I} ; \Delta^{\prime} \vdash Q, s\right)$ which has no corresponding acceptance set in $\operatorname{Acc}(\mathcal{I} ; \Delta \vdash P, s)$; here we can assume that both configurations $\mathcal{I} ; \Delta \vdash P$ and $\mathcal{I} ; \Delta^{\prime} \vdash Q$ converge with respect to $s$.

Let $C_{1}, \ldots, C_{n}$ be all the acceptance sets in $\operatorname{Acc}(\mathcal{I} ; \Delta \vdash P, s)$. Then we know that there is a set $\left\{c_{1}, \ldots c_{n}\right\}$ such that $c_{i} \in C_{i}-D$, for each $i$. Note $n$ may be zero but this will not affect our argument.

First let us construct a test from this set:

$$
T_{D}=T\left(c_{1}\right)|\ldots| T\left(c_{n}\right)
$$

where the tests $T\left(c_{i}\right)$ depend on the form of $c_{i}$ :

- $c_{i}$ is an input $a$ ?: Here we know there is a derivation

$$
\mathcal{I} ; \Delta \vdash P \xlongequal{s}(\mathcal{I} \text { after } s) ; \Delta^{\prime} \vdash P^{\prime \prime} \xrightarrow{a ? v}
$$

for some $v$. So let $T\left(c_{i}\right)$ be $a!\langle v\rangle \omega!\langle \rangle$.

- $c_{i}$ is an output $a!v:$ Here we have

$$
\mathcal{I} ; \Delta \vdash P \xlongequal{s}(\mathcal{I} \text { after } s) ; \Delta^{\prime \prime} \vdash P^{\prime} \xrightarrow{\text { a!u }}
$$

So we let $T\left(c_{i}\right)$ be $a ?(X: A) \omega!\langle \rangle$, where A denotes $(\mathcal{I} \text { after } s)^{r}(a)$, which by virtue of the last move we know exists.

Note we have constructed $T_{D}$ so that it can be typed by ( $\mathcal{I}$ after $s$ ).
Now we construct the test $A(s, D)$ by induction on $s$, in the same manner as $C(s)$. The only difference is in the base case, when $s$ is the empty sequence, where $A(s, D)$ is defined to be $T_{D}$.

Again one can check that

- $\mathcal{I} \vdash A(s, D)$
- $Q$ must $A(s, D)$ because of the derivation from $Q$ which gives rise to the acceptance set $D$
- but by construction $P$ must $A(s, D)$; note this holds even in the case when $\operatorname{Acc}(\mathcal{I} ; \Delta \vdash P, s)$ is empty.


## 6 Bisimulation

We now describe our characterisation of the co-inductively defined behavioural equivalence, $\bar{\approx}_{\mathrm{obs}}^{\mathrm{cxt}}$, outlined in Section 3.2.

First we recall the definition of weak bisimulation from [13].
Definition 6.1 Given a labelled transition system $\mathcal{T}$, we say that a binary relation $\mathcal{R}$ on $\mathcal{T}$ is a bisimulation if whenever $n \mathcal{R} m$ then

- if $n \xrightarrow{\mu} n^{\prime}$ then there exists a $m \xrightarrow{\hat{\mu}} m^{\prime}$ such that $n^{\prime} \mathcal{R} m^{\prime}$
- if $m \xrightarrow{\mu} m^{\prime}$ then there exists a $n \xrightarrow{\hat{\mu}} n^{\prime}$ such that $n^{\prime} \mathcal{R} m^{\prime}$
where $\hat{\mu}$ is $\varepsilon$, the empty string, if $\mu$ is $\tau$ and $\mu$ otherwise.
Our intention is to show that $\bar{\approx}_{\mathrm{obs}}^{\mathrm{cxt}}$ can be characterised in terms of a bisimulation over Conf.

However as in Section 5 we have a mismatch between the formalisation of this relation, $\bar{\approx}_{\mathrm{obs}}^{\mathrm{cxt}}$, in Section 3.2, which only uses one type environment, of the process being observed, and that of bisimulation equivalence, which uses two type environments. As with testing, we reconcile this difference by extending the definition of $\bar{\sim}_{\text {obs }}^{\mathrm{cxt}}$ so that it takes into account both environments.

First we generalise Definition 3.2 by now saying that an (extended) typed relation is a family $\mathcal{R}$ of relations over typed processes, parametrised, as before, by closed type environments, which satisfies: $(\Delta \vdash P) R_{\mathcal{I}}\left(\Delta^{\prime} \vdash\right.$ $Q)$ implies $\mathcal{I} ; \Delta \vdash P$ and $\mathcal{I} ; \Delta \vdash Q$ are configurations. To conform to our previous notation we write this as

$$
\mathcal{I} \models(\Delta \vdash P) R\left(\Delta^{\prime} \vdash Q\right) .
$$

although effectively these are restricted forms of relations over configurations.

Definition 6.2 Let (typed) bisimulation equivalence be the largest typed relation $\approx$ which is

- a weak bisimulation
- w-closed, that is satisfying $\mathcal{I} \models(\Delta \vdash P) \mathcal{R}\left(\Delta^{\prime} \vdash Q\right)$ implies $\mathcal{I}, \Delta^{\prime \prime} \models$ $\left(\Delta, \Delta^{\prime \prime} \vdash P\right) \mathcal{R}\left(\Delta^{\prime}, \Delta^{\prime \prime} \vdash Q\right)$

Bisimulation equivalence will be written as

$$
\mathcal{I} \vDash(\Delta \vdash P) \approx\left(\Delta^{\prime} \vdash Q\right) .
$$

Note that the second requirement is required because we have already seen that $\equiv_{\text {obs }}^{\mathrm{cxt}}$ is $w$-closed. Intuitively its inclusion allows environments to pass new values to processes under investigation.

Two natural properties of (typed) bisimulation equivalence is given in the following proposition:

Proposition 6.3 Suppose $\mathcal{I} \models(\Delta \vdash P) \approx\left(\Delta^{\prime} \vdash Q\right)$. Then

- for any appropriate $\Delta^{\prime \prime}, \mathcal{I}, \Delta^{\prime \prime} \models\left(\Delta, \Delta^{\prime \prime} \vdash P\right) \approx\left(\Delta^{\prime}, \Delta^{\prime \prime} \vdash Q\right)$.
- If $\mathcal{I}<: \mathcal{I}^{\prime}$ then $\mathcal{I}^{\prime} \models(\Delta \vdash P) \approx\left(\Delta^{\prime} \vdash Q\right)$

Proof: The first result is simply a re-iteration of the fact that $\approx$ is $w$ closed. Intuitively the second property is true because $\mathcal{I}$ constrains the behaviour under which $P$ and $Q$ are compared. If they are equivalent under the constraint $\mathcal{I}$ then they should remain equivalent when they are constrained further, by $\mathcal{I}^{\prime}$. To prove it formally let the family $\mathcal{R}$ be defined by

$$
\mathcal{I}^{\prime} \models(\Delta \vdash P) \mathcal{R}\left(\Delta^{\prime} \vdash Q\right)
$$

if $\mathcal{I} \models(\Delta \vdash P) \approx\left(\Delta^{\prime} \vdash Q\right)$ for some $\mathcal{I}<: \mathcal{I}^{\prime}$. This family is $w$-closed by definition, and it is straightforward to show that it is a bisimulation. It follows that $\mathcal{R} \subseteq \approx$, pointwise, from which the result follows.

Let us now turn our attention to giving a similar formulation to $\bar{\approx}_{\mathrm{obs}}^{\mathrm{cxt}}$, using two, rather than one, type environments. The definitions of reduction closed and barb preserving generalise immediately to extended typed relations. However that of being contextual is more complicated. Rather than giving a general definition based on arbitrary contexts we give a set of specific rules for our constructors; we say the extended relation $R$ is contextual if it satisfies the rules given in Figure 6. Finally let $\bar{\sim}_{\text {obs }}^{\text {cxt }}$ be, as before, be the largest symmetric, reduction closed, barbed preserving contextual extended typed relation.

The requirements in Figure 6 are for the most part natural generalisations of the standard requirements for a relation to be preserved by constructors, generalised to take into account the type environments. Note

```
(CXT-SPEC)
\(\frac{\mathcal{I} \models(\Delta \vdash P) \mathcal{R}\left(\Delta^{\prime} \vdash Q\right), \quad \mathcal{I}<: \mathcal{I}^{\prime}}{\mathcal{I}^{\prime} \models(\Delta, \vdash P) \mathcal{R}\left(\Delta^{\prime}, \vdash Q\right)}\)
(cxt-weak)
\(\mathcal{I} \models(\Delta \vdash P) \mathcal{R}\left(\Delta^{\prime} \vdash Q\right)\)
\(\overline{\mathcal{I}, \Delta^{\prime \prime} \models\left(\Delta, \Delta^{\prime \prime} \vdash P\right) \mathcal{R}\left(\Delta^{\prime}, \Delta^{\prime \prime} \vdash Q\right)}\)
(cxt-in)
\(\mathcal{I} \vdash a: r\langle\mathrm{~A}\rangle\)
\(\mathcal{I}, \Delta^{\prime \prime} \models\left(\Delta, \Delta^{\prime \prime} \vdash T[v / X]\right) \mathcal{R}\left(\Delta^{\prime}, \Delta^{\prime \prime} \vdash U[v / X]\right)\), whenever \(\mathcal{I}, \Delta^{\prime \prime} \vdash v: \mathrm{A}\)
\(\mathcal{I} \models(\Delta \vdash a ?(X: \mathrm{A}) T) \mathcal{R}\left(\Delta^{\prime} \vdash a ?(X: \mathrm{A}) . U\right)\)
(cxt-out)
\(\mathcal{I} \vdash u: \mathrm{w}\langle\mathrm{A}\rangle\)
\(\mathcal{I} \vdash v: \mathrm{A}\)
\(\frac{\mathcal{I} \models(\Delta \vdash P) \mathcal{R}\left(\Delta^{\prime} \vdash Q\right)}{\mathcal{I} \models(\Delta \vdash u!\langle v\rangle P) \mathcal{R}\left(\Delta^{\prime} \vdash u!\langle v\rangle Q\right)}\)
(схт-матсн)
\(\Delta \vdash u: \mathrm{A}, v: \mathrm{A}^{\prime} \quad \Delta^{\prime} \vdash u: \mathrm{B}, v: \mathrm{B}^{\prime}\)
\(\mathcal{I} \models\left(\Delta \vdash P^{\prime}\right) \mathcal{R}\left(\Delta^{\prime} \vdash Q^{\prime}\right)\)
\(\mathcal{I} \models\left(\Delta \sqcap\left\{u: \mathrm{A}^{\prime}, v: \mathrm{A}\right\} \vdash P\right) \mathcal{R}\left(\Delta^{\prime} \sqcap\left\{u: \mathrm{B}^{\prime}, v: \mathrm{B}\right\} \vdash Q\right)\)
\(\overline{\mathcal{I}} \models\left(\Delta \vdash\right.\) if \(u=v\) then \(P\) else \(\left.P^{\prime}\right) \mathcal{R}\left(\Delta^{\prime} \vdash\right.\) if \(u=v\) then \(Q\) else \(\left.Q^{\prime}\right)\)
(CXT-NEW)
\(\mathcal{I}, a: \top \vDash(\Delta, a: \mathrm{A} \vdash P) \mathcal{R}\left(\Delta^{\prime}, a: \mathrm{A} \vdash Q\right)\)
\(\overline{\mathcal{I}} \models(\Delta \vdash(\) new \(a: A) P) \mathcal{R}\left(\Delta^{\prime} \vdash(\right.\) new \(\left.a: A) Q\right)\)
(CXT-PAR)
\(\mathcal{I} \models(\Delta \vdash P) \mathcal{R}\left(\Delta^{\prime} \vdash Q\right)\)
\(\mathcal{I} \vdash R\)
\(\overline{\mathcal{I}} \models(\Delta \vdash P \mid R) \mathcal{R}\left(\Delta^{\prime} \vdash Q \mid R\right)\)
\(\mathcal{I} \models(\Delta \vdash R \mid P) \mathcal{R}\left(\Delta^{\prime} \vdash R \mid Q\right)\)
(CXT-ITER)
\(\frac{\mathcal{I} \models(\Delta \vdash P) \mathcal{R}\left(\Delta^{\prime} \vdash Q\right)}{\mathcal{I} \models(\Delta \vdash * P) \mathcal{R}\left(\Delta^{\prime} \vdash * Q\right)}\)
```

Figure 6. Contextuality for indexed relations over configurations
however that the first two rules, (CXT-SPEC) and (CXT-WEAK), automatically build in specialisation and weakening properties, respectively. This may seem artificial but is justified by the following result, which shows that we do indeed have a generalisation of the definition of $\equiv_{{ }_{\mathrm{obs}} \mathrm{cxt}}$ from Section 3.2:

Proposition $6.4 \Delta \models(\Delta \vdash P) \bar{\approx}_{o b s}^{c x t}(\Delta \vdash Q)$ if and only if $\Delta \models P \bar{\approx}_{o b s}^{c x t}$ $Q$.

Proof: We first show the if direction. Define a typed relation $\mathcal{R}$ by letting

$$
\mathcal{I} \models(\Delta \vdash P) \mathcal{R}(\Delta \vdash Q)
$$

if $\Delta \vDash P \bar{\sim}_{\text {obs }}^{\text {cxt }} Q$ and $\Delta<: \mathcal{I} . \mathcal{R}$ is symmetric, reduction closed and barb preserving. Using the fact that $\bar{\approx}_{\text {obs }}^{\mathrm{cxt}}$, as a family of relations over processes, is contextual, we can show that it satisfies all of the rules in Figure 6.

Therefore $\mathcal{R}$ is contained pointwise in $\bar{\sim}_{\text {obs }}^{\mathrm{cxt}}$, from which the result follows, since $\Delta \models P \bar{\sim}_{\text {obs }}^{\text {cxt }} Q$ implies $\Delta \models(\Delta \vdash P) \mathcal{R}(\Delta \vdash Q)$.

The converse is similar. Let the family of relations $\mathcal{R}$, over processes, be defined by

$$
\Delta \models P \quad \mathcal{R} \quad Q \text { if } \Delta \models(\Delta \vdash P) \overline{\mathrm{o}}_{\mathrm{obs}}^{\mathrm{cxt}}(\Delta \vdash Q)
$$

Here the result will follow if we can show that $\mathcal{R}$ is contained pointwise in $\bar{\sim}_{\text {obs }}^{\text {cxt }}$, which in turn will follow if we can show that $\mathcal{R}$ satisfies all the defining properties of $\bar{\sim}_{\text {obs }}^{\mathrm{cxt}}$. The proof that it is symmetric, reduction closed and barb preserving is straightforward.

It remains to show contextuality, that $\Gamma^{\prime} \models T \mathcal{R}^{o} U$ and $\Gamma \vdash C\left[\cdot \Gamma^{\prime}\right]$ implies $\Gamma \neq C[T] \mathcal{R}^{o} C[U]$. This is proved by induction on the derivation of $\Gamma \vdash C[\cdot \Gamma]$, using the rules in Figure 6. Note that the rule (CXT-SPEC) is essential in the proof of the case in which the context is deduced using (T-NEW).

The remainder of this section is devoted to showing that this generalised contextual equivalence coincides with weak bisimulation on Conf;


### 6.1 Soundness

First let us show that typed bisimulation equivalence is preserved, in some appropriate manner, by the principal operators of the language.

Proposition 6.5 If $\mathcal{I}, a: \top \vDash(\Delta, a: \mathrm{A} \vdash P) \approx\left(\Delta^{\prime}, a: \mathrm{A} \vdash Q\right)$ then $\mathcal{I} \models(\Delta \vdash($ new $a:$ A $) P) \approx\left(\Delta^{\prime} \vdash(\right.$ new $\left.a: \mathrm{A}) Q\right)$.

Proof: Let the relation $\mathcal{R}$ over typed processes be defined by

$$
\mathcal{I} \models(\Delta \vdash R) \mathcal{R}(\Delta \vdash S)
$$

if

- $\mathcal{I} \models(\Delta \vdash R) \approx(\Delta \vdash S)$
- or $R S$, have the form (new $a:$ A) $P$, (new $a:$ A) $Q$, respectively, and $\mathcal{I}, a: \top \models(\Delta, a: \mathrm{A} \vdash P) \approx\left(\Delta^{\prime}, a: \mathrm{A} \vdash Q\right)$.

Then $\mathcal{R}$ is $w$-closed by definition. We show it is a bisimulation, from which the result will follow since we will have established that, pointwise, $\mathcal{R}$ is contained in $\approx$.

We show how every possible move from $\mathcal{I} ; \Delta \vdash R$ can be matched by one from $\mathcal{I} ; \Delta \vdash S$. The only non-trivial cases are when $R, S$ have the second form above. From the definition of typed actions in Figure 5 there are two possibilities.

1. The move is inferred using the rule (Tylts-open):

$$
\mathcal{I} ; \Delta \vdash(\text { new } a: \mathrm{A}) P \xrightarrow{(a) \alpha} \mathcal{I}^{\prime} ; \Delta_{\alpha} \vdash P^{\prime},
$$

for some output move $\alpha$, because

$$
\mathcal{I}, a: \top ; \Delta, a: \mathrm{A} \vdash P \xrightarrow{\alpha} \mathcal{I}^{\prime} ; \Delta_{\alpha} \vdash P^{\prime} .
$$

Here the latter move can be matched by

$$
\mathcal{I}, a: \top ; \Delta^{\prime}, a: \mathrm{A} \vdash Q \xlongequal{\alpha} \mathcal{I}^{\prime} ; \Delta_{\alpha}^{\prime} \vdash Q^{\prime}
$$

for some $Q^{\prime}$ such that

$$
\mathcal{I}^{\prime} \models\left(\Delta_{\alpha}, \vdash P\right) \approx\left(\Delta_{\alpha}^{\prime}, \vdash Q\right),
$$

that is

$$
\mathcal{I}^{\prime} \models\left(\Delta_{\alpha} \vdash P\right) \mathcal{R}\left(\Delta_{\alpha}^{\prime} \vdash Q\right) .
$$

However an application of the rule (TYLTS-OPEN), together with some reductions, gives the required matching move

$$
\mathcal{I} ; \Delta^{\prime} \vdash(\text { new } a: \mathrm{A}) Q \xrightarrow{(a) \alpha} \mathcal{I}^{\prime} ; \Delta_{\alpha}^{\prime} \vdash Q^{\prime} .
$$

2. The second possibility is that the move is inferred using the rule (TYLTS-CTXT):

$$
\mathcal{I} ; \Delta \vdash(\text { new } a: \mathrm{A}) P \xrightarrow{\mu} \mathcal{I}^{\prime} ; \Delta_{\alpha} \vdash(\text { new } a: \mathrm{A}) P^{\prime},
$$

because

$$
\mathcal{I}, a: \top ; \Delta, a: \mathrm{A} \vdash P \xrightarrow{\mu} \mathcal{I}^{\prime} ; \Delta_{\alpha} \vdash P^{\prime},
$$

where $a \notin \mathrm{n}(\mu)$.
Here the proof is similar. We can find a matching move from $\mathcal{I}, a$ : $\top ; \Delta^{\prime}, a: \mathrm{A} \vdash Q$ and then use (TYLTS-CTXT) to obtain the required matching move from $\mathcal{I} ; \Delta \vdash($ new $a: \mathrm{A}) Q$.

Proposition 6.6 Suppose $\mathcal{I} \vdash R$. Then $\mathcal{I} \models(\Delta \vdash P) \approx\left(\Delta^{\prime} \vdash Q\right)$ implies $\mathcal{I} \models(\Delta \vdash P \mid R) \approx\left(\Delta^{\prime} \vdash Q \mid R\right)$.

Proof: Here, because of the possible internal communications between $R$ and $P, Q$, the required definition of the relation over typed processes is somewhat complicated.

Define the relation $\mathcal{R}$ such that

$$
\mathcal{I} \models\left(\Delta \vdash\left(\text { new } \Delta_{0}\right) P \mid R\right) \mathcal{R}\left(\Delta^{\prime} \vdash\left(\text { new } \Delta_{0}^{\prime}\right) Q \mid R\right)
$$

if and only if there exists an $\mathcal{I}_{0}$ compatible with $\Delta_{0}$ and $\Delta_{0}^{\prime}$ such that

$$
\mathcal{I}, \mathcal{I}_{0} \models\left(\Delta, \Delta_{0} \vdash P\right) \approx\left(\Delta^{\prime}, \Delta_{0}^{\prime} \vdash Q\right) \text { and } \mathcal{I}, \mathcal{I}_{0} \vdash R
$$

and show that $\mathcal{R}$ forms a bisimulation.
Suppose then that

$$
\mathcal{I} \equiv\left(\Delta \vdash\left(\text { new } \Delta_{0}\right) P \mid R\right) \mathcal{R}\left(\Delta^{\prime} \vdash\left(\text { new } \Delta_{0}^{\prime}\right) Q \mid R\right)
$$

and that

$$
\mathcal{I} ; \Delta \vdash P \mid R \xrightarrow{\mu} \mathcal{I}^{\prime} ; \Delta^{\prime \prime} \vdash P^{\prime}
$$

This presupposes the existence of an environment $\mathcal{I}_{0}$ compatible with both $\Delta_{0}$ and $\Delta_{0}^{\prime}$ with the properties outlined in the definition of $\mathcal{R}$. If $\mu$ is a not a $\tau$-action then we know that the transition derives either from $P$ or from $R$. In either case, we can use the hypothesis to obtain a corresponding transition from $Q$ or from $R$ again. So, the interesting case is when $\mu$ is a $\tau$ action. Consider how this can occur:
(i) $P$ or $R$ performs a $\tau$ action independently.
(ii) $P \xrightarrow{(\tilde{c}: \tilde{C}) a!v} P_{0}$ and $R \xrightarrow{a ? v} R^{\prime}$ so that $P^{\prime}$ is (new $\left.\Delta_{0}, \tilde{c}: \tilde{\mathrm{C}}\right) \quad P_{0} \mid R^{\prime}$ for some $\tilde{\mathrm{C}}$.
(iii) $P \xrightarrow{a ? v} P_{0}$ and $R \xrightarrow{(\tilde{c}: \tilde{C}) a!v} R^{\prime}$ so that $P^{\prime}$ is (new $\left.\Delta_{0}, \tilde{c}: \tilde{\mathrm{C}}\right) P_{0} \mid R^{\prime}$

Obviously the first case (i) is treated as the case above when $\mu$ is not a $\tau$ action.

Suppose case (ii) holds. We know that $\mathcal{I}, \mathcal{I}_{0} \vdash R$ so that, by Subject Reduction 2.2, $\left(\mathcal{I}, \mathcal{I}_{0}\right)^{r}(a) \downarrow$. Then, Lemma 4.3 tells us that

$$
\mathcal{I}, \mathcal{I}_{0} ; \Delta, \Delta_{0} \vdash P \xrightarrow{(\tilde{c}) a!u} \mathcal{I}, \mathcal{I}_{0} \text { after }(\tilde{c}) a!v ; \Delta, \Delta_{0}, \tilde{c}: \tilde{\mathrm{C}} \vdash P_{0} .
$$

We know by hypothesis that

$$
\mathcal{I}, \mathcal{I}_{0} \models\left(\Delta, \Delta_{0} \vdash P\right) \approx\left(\Delta^{\prime}, \Delta_{0}^{\prime} \vdash Q\right)
$$

which means there must exist a transition from $Q$ which matches $P$ 's output. That is, there is some $Q_{0}$ such that

$$
\mathcal{I}, \mathcal{I}_{0} ; \Delta^{\prime}, \Delta_{0}^{\prime} \vdash Q \xrightarrow{(\tilde{c}) a!u} \mathcal{I}, \mathcal{I}_{0} \operatorname{after}(\tilde{c}) a!v ; \Delta^{\prime}, \Delta_{0}^{\prime}, \tilde{c}: \tilde{\mathrm{C}}^{\prime} \vdash Q_{0}
$$

with

$$
\mathcal{I}, \mathcal{I}_{0} \operatorname{after}(\tilde{c}) a!v \models\left(\Delta, \Delta_{0}, \tilde{c}: \tilde{\mathrm{C}} \vdash P_{0}\right) \approx\left(\Delta^{\prime}, \Delta_{0}^{\prime}, \tilde{c}: \tilde{\mathrm{C}}^{\prime} \vdash Q_{0}\right) .
$$

We also know that $R$ can interact with $Q$ to produce:

$$
\mathcal{I} ; \Delta^{\prime} \vdash\left(\text { new } \Delta_{0}^{\prime}\right) Q \mid R \Longrightarrow \mathcal{I} ; \Delta^{\prime} \vdash\left(\text { new } \Delta_{0}^{\prime}, \tilde{c}: \tilde{\mathrm{C}}^{\prime}\right) Q_{0} \mid R^{\prime}
$$

and observe that

$$
\mathcal{I} \models\left(\Delta \vdash\left(\text { new } \Delta_{0}, \tilde{c}: \tilde{\mathrm{C}}\right) P_{0} \mid R^{\prime}\right) \mathcal{R}\left(\Delta^{\prime} \vdash\left(\text { new } \Delta_{0}^{\prime}, \tilde{c}: \tilde{\mathrm{C}}^{\prime}\right) Q_{0} \mid R^{\prime}\right)
$$

because $\mathcal{I}^{\prime} \models\left(\Delta_{0} \vdash P_{0}\right) \mathcal{R}\left(\Delta_{0}^{\prime} \vdash Q_{0}\right)$ and $\mathcal{I}, \mathcal{I}_{0}$ after $(\tilde{c}) a!v \vdash R^{\prime}$. This last fact is guaranteed by the premise $\mathcal{I}, \mathcal{I}_{0} \vdash R$ after applying Subject Reduction 2.2.

Finally, suppose (iii) holds. Again we have $\mathcal{I}, \mathcal{I}_{0} \vdash R$ so that Subject Reduction, Theorem 2.2, tells us $\left(\mathcal{I}, \mathcal{I}_{0}\right)^{w}(a) \downarrow$ and, if we let $\mathcal{I}^{+}$denote $\mathcal{I}, \mathcal{I}_{0}, \tilde{c}: \tilde{\mathrm{C}}$, we also have $\mathcal{I}^{+} \vdash v:\left(\mathcal{I}^{+}\right)^{w}(a)$. This allows us to appeal to Lemma 4.3 to observe:

$$
\mathcal{I}^{+} ; \Delta, \Delta_{0}, \tilde{c}: \tilde{\mathrm{C}} \vdash P \xrightarrow{a ? v} \mathcal{I}^{+} ; \Delta, \Delta_{0}, \tilde{c}: \tilde{\mathrm{C}} \vdash P_{0} .
$$

By hypothesis we know,

$$
\mathcal{I}, \mathcal{I}_{0} \models\left(\Delta, \Delta_{0} \vdash P\right) \approx\left(\Delta^{\prime}, \Delta_{0}^{\prime} \vdash Q\right)
$$

so, because $\approx$ is $\omega$-closed we also have,

$$
\mathcal{I}^{+} \models\left(\Delta, \Delta_{0}, \tilde{c}: \tilde{\mathrm{C}} \vdash P\right) \approx\left(\Delta^{\prime}, \Delta_{0}^{\prime}, \tilde{c}: \tilde{\mathrm{C}} \vdash Q\right) .
$$

This guarantees our matching transition

$$
\mathcal{I}^{+} ; \Delta, \Delta_{0}, \tilde{c}: \tilde{\mathrm{C}} \vdash Q \xrightarrow{a ? u} \mathcal{I}^{+} ; \Delta, \Delta_{0}, \tilde{c}: \tilde{\mathrm{C}} \vdash Q_{0}
$$

with $\mathcal{I}^{+} \models\left(\Delta, \Delta_{0}, \tilde{c}: \tilde{\mathrm{C}} \vdash P_{0}\right) \approx\left(\Delta^{\prime}, \Delta_{0}^{\prime}, \tilde{c}: \tilde{\mathrm{C}} \vdash Q_{0}\right)$. We use the interaction with $R$ to obtain the reductions

$$
\mathcal{I} ; \Delta^{\prime} \vdash\left(\text { new } \Delta_{0}\right) Q \mid R \Longrightarrow \mathcal{I} ; \Delta^{\prime} \vdash\left(\text { new } \Delta_{0}, \tilde{c}: \tilde{\mathrm{C}}\right) Q_{0} \mid R^{\prime}
$$

and, again by Subject Reduction, Theorem 2.2, it is easy to see that $\mathcal{I}^{+} \vdash R^{\prime}$, whence

$$
\mathcal{I} \models\left(\Delta \vdash\left(\text { new } \Delta_{0}, \tilde{c}: \tilde{\mathrm{C}}\right) P_{0} \mid R^{\prime}\right) \mathcal{R}\left(\Delta^{\prime} \vdash\left(\text { new } \Delta_{0}^{\prime}, \tilde{c}: \tilde{\mathrm{C}}\right) Q_{0} \mid R^{\prime}\right)
$$

as required.

We now have most of the ingredients to prove:
Theorem 6.7 (Soundness)

$$
\text { If } \mathcal{I} \models(\Delta \vdash P) \approx\left(\Delta^{\prime} \vdash Q\right) \text { then } \mathcal{I} \models(\Delta \vdash P) \bar{\approx}_{o b s}^{c x t}\left(\Delta^{\prime} \vdash Q\right) .
$$

Proof: It is easy to see that $\approx$ is a reduction closed, symmetric and barb preserving relation over typed processes. If we can demonstrate that it is also contextual then, because of the the fact that $\bar{\approx}_{\mathrm{obs}}^{\mathrm{cxt}}$ is the largest such relation we have our result. Therefore we only have to prove that $\approx$ satisfies all the rules in Figure 6.

The rules (CXt-SPEC) and (CXt-weak) are covered by Proposition 6.3, while (CXT-NEW) and (CXT-PAR) have just been established in the previous two Propositions. The remaining rules can be handled in a similar manner, by setting up an appropriate $w$-closed relation over typed processes and showing it is a bisimulation.

### 6.2 Completeness

Here we show the converse of Theorem 6.7, completeness, namely that contextual equivalence implies bisimularity. To do so we only need a restricted version of contextual equivalence. Let $\bar{\approx}_{o b s}^{p-c x t}$ denote the largest relation over configurations which is reduction closed, barb preserving and contextual with respect to parallel and new name contexts, that is satisfies the rules (CXt-SPEC), (CXT-WEAK), (CXT-PAR) and (CXT-NEW) from Figure 6. It is clear that $\bar{\approx}_{o b s}^{\mathrm{cxt}}$ implies $\bar{\approx}_{\mathrm{obs}}^{\mathrm{p}-\mathrm{cxt}}$ so, in fact, it suffices to prove completeness for the latter and we shall use this relation from now on.

Before we prove this theorem it will be useful to present a technical lemma. It is here that we utilize the exported names in the terms which witness the contextuality of labels. Essentially, the lemma states that the environment really can collate the information gained via the lts.

Lemma 6.8 Suppose $\mathcal{I}^{\prime}$ is compatible with $\Delta, \tilde{c}: \tilde{\mathrm{C}}$ and $\Delta^{\prime}, \tilde{c}: \tilde{\mathrm{C}}$ and $\delta$ is fresh to $P, Q$. Then

$$
\begin{aligned}
\mathcal{I}, \delta: \operatorname{rw}\left\langle\left(\mathcal{I}^{\prime}\right)\right\rangle \models & \left(\Delta, \delta: \operatorname{rw}\left\langle\left(\mathcal{I}^{\prime}\right)\right\rangle \vdash(\text { new } \tilde{c}: \tilde{\mathrm{C}}) P \mid \delta!v_{\mathcal{I}^{\prime}}\right) \\
& \bar{\approx}_{o b s}^{p-c x t}\left(\Delta^{\prime}, \delta: \operatorname{rw}\left\langle\left(\mathcal{I}^{\prime}\right)\right\rangle \vdash\left(\operatorname{new} \tilde{c}: \tilde{\mathrm{C}}^{\prime}\right) Q \mid \delta!v_{\mathcal{I}^{\prime}}\right)
\end{aligned}
$$

implies

$$
\mathcal{I}^{\prime} \models(\Delta, \tilde{c}: \tilde{\mathrm{C}} \vdash P) \bar{\approx}_{o b s}^{p-c x t}\left(\Delta^{\prime}, \tilde{c}: \tilde{\mathrm{C}}^{\prime} \vdash Q\right) .
$$

Proof: We prove this by co-induction. Let the relation $\mathcal{R}_{\mathcal{I}^{\prime}}$ be defined for $\mathcal{I}^{\prime}$ compatible with $\Delta, \Delta_{0}$ and $\Delta^{\prime}, \Delta_{0}^{\prime}$, so that

$$
\mathcal{I}^{\prime} \models\left(\Delta, \Delta_{0} \vdash\left(\text { new } \Delta_{1}\right) P\right) \mathcal{R}\left(\Delta^{\prime}, \Delta_{0} \vdash\left(\text { new } \Delta_{1}^{\prime}\right) Q\right)
$$

if and only if there is some $\delta: \operatorname{rw}\left\langle\left(\mathcal{I}^{\prime}\right)\right\rangle$ such that

$$
\begin{aligned}
\mathcal{I}, \delta: \operatorname{rw}\left\langle\left(\mathcal{I}^{\prime}\right)\right\rangle \models & \left(\Delta, \delta: \operatorname{sw}\left\langle\left(\mathcal{I}^{\prime}\right)\right\rangle \vdash\left(\operatorname{new} \Delta_{0}, \Delta_{1}\right) P \mid \delta!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle\right) \\
& \equiv_{\text {obs }}^{\text {poct }}\left(\Delta^{\prime}, \delta: \operatorname{rw}\left\langle\left(\mathcal{I}^{\prime}\right)\right\rangle \vdash\left(\text { new } \Delta_{0}^{\prime}, \Delta_{1}^{\prime}\right) Q \mid \delta!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle\right) .
\end{aligned}
$$

We simply need to show that $\mathcal{R}$ is reduction closed, barb preserving, and closed with respect to rules (CXT-SPEC), (CXT-WEAK), (CXT-PAR) and (CXT-NEW). Reduction closure is immediate by the definition of $\mathcal{R}$, as is closure with respect to (cxt-spec) and (cxt-weak). For the other requirements we proceed by supposing that

$$
\mathcal{I}^{\prime} \models\left(\Delta, \Delta_{0} \vdash P\right) \mathcal{R}\left(\Delta^{\prime}, \Delta_{0}^{\prime} \vdash Q\right)
$$

such that $\delta: \operatorname{rw}\left\langle\left(\mathcal{I}^{\prime}\right)\right\rangle$ with

$$
\mathcal{I}, \delta \models\left(\Delta, \delta \vdash\left(\text { new } \Delta_{0}\right) P \mid \delta!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle\right) \equiv_{\text {obs }}^{\mathrm{p}-\mathrm{cxt}}\left(\Delta^{\prime}, \delta \vdash\left(\text { new } \Delta_{0}^{\prime}\right) Q \mid \delta!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle\right) .
$$

In the above equation, for the sake of presentation, we have omitted, and shall continue to do so for the remainder of this proof, to give the type information associated with the barb $\delta$.

We first show closure with respect to (CXT-PAR). Suppose $\mathcal{I}^{\prime} \vdash R$. We need to show that $\mathcal{I}^{\prime} \models\left(\Delta, \Delta_{0} \vdash P \mid R\right) \mathcal{R}\left(\Delta^{\prime}, \Delta_{0}^{\prime} \vdash Q \mid R\right)$. To do this we choose some fresh $\delta^{\prime}$ and construct $R^{\prime}=\delta ?\left(X: \mathcal{I}^{\prime}\right)\left(R\left[X / \mathrm{n}\left(\mathcal{I}^{\prime}\right)\right] \mid \delta^{\prime}!\langle \rangle\right)$ (recall that $\mathrm{n}(\Gamma)$ refers to the names in the domain of $\Gamma$ ). It should be evident that $\delta, \delta^{\prime} \vdash R^{\prime}$ and, by closure of $\bar{\approx}_{\mathrm{obs}}^{\mathrm{p}-\mathrm{cxt}}$ with respect to (CXT-SPEC), (CXT-WEAK), (CXT-NEW) and (CXT-PAR) we have

$$
\begin{gathered}
\mathcal{I}, \delta^{\prime} \models\left(\Delta, \delta^{\prime} \vdash\left(\text { new } \Delta_{0}, \delta\right) P\left|\delta!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle\right| R^{\prime}\right) \equiv_{\text {obs }}^{\mathrm{p}-\mathrm{cxt}} \\
\left(\Delta^{\prime}, \delta^{\prime} \vdash\left(\text { new } \Delta_{0}^{\prime}, \delta\right) Q\left|\delta!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle\right| R^{\prime}\right)
\end{gathered}
$$

It is fairly easy to check that

$$
\begin{gathered}
\mathcal{I}^{\prime}, \delta^{\prime} \models\left(\Delta, \delta^{\prime} \vdash\left(\text { new } \Delta_{0}, \delta\right)\left(P\left|\delta!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle\right| R^{\prime}\right)\right) \equiv_{\mathrm{obs}}^{\mathrm{p}-\mathrm{cxt}} \\
\left(\Delta^{\prime}, \delta^{\prime} \vdash\left(\text { new } \Delta_{0}\right)\left(P|R| \delta^{\prime}!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle\right)\right)
\end{gathered}
$$

and similarly for $Q$. Hence,
$\mathcal{I}, \delta^{\prime} \models\left(\Delta, \delta^{\prime} \vdash\left(\right.\right.$ new $\left.\left.\Delta_{0}\right) P|R| \delta^{\prime}!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle\right) \bar{\approx}_{\text {obs }}^{\mathrm{p} \text {-cxt }}\left(\Delta^{\prime}, \delta^{\prime} \vdash\left(\right.\right.$ new $\left.\left.\Delta_{0}^{\prime}\right) Q|R| \delta^{\prime}!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle\right)$
This serves to witness

$$
\mathcal{I}^{\prime} \models\left(\Delta, \Delta_{0} \vdash P \mid R\right) \mathcal{R}\left(\Delta^{\prime}, \Delta_{0}^{\prime} \vdash Q \mid R\right)
$$

as required.
The closure of $\mathcal{R}$ with respect to (CXT-NEW) follows easily from the closure of $\bar{\approx}_{\text {obs }}^{\mathrm{p} \text {-cxt }}$ with respect to this rule. So we will finish by showing that $\mathcal{R}$ is barb preserving.

We suppose that $\mathcal{I}^{\prime} ; \Delta, \Delta_{0} \vdash P \Downarrow^{\text {barb }} a$ for some $a$ such that $\mathcal{I}^{\prime} \vdash a$ : $\mathrm{rw}\langle A\rangle$. Choose a fresh $\delta^{\prime}: \mathrm{rw}\langle T\rangle$ and build $R=\delta ?\left(X: \mathcal{I}^{\prime}\right) X_{a} ?(Y: A) \delta^{\prime}!\langle \rangle$ where $X_{a}$ refers to the component of $X$ to which the name $a$ will become bound to as it receives the value $v_{\mathcal{I}^{\prime}}$. We know that $\delta, \delta^{\prime} \vdash R$,
$\mathcal{I}, \delta, \delta^{\prime} \models\left(\Delta \vdash\left(\right.\right.$ new $\left.\left.\Delta_{0}\right) P\left|\delta!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle\right| R\right) \bar{\approx}_{\text {obs }}^{\mathrm{p}-\mathrm{cxt}}\left(\Delta^{\prime} \vdash\left(\right.\right.$ new $\left.\left.\Delta_{0}^{\prime}\right) Q\left|\delta!v_{\mathcal{I}^{\prime}}\right| R\right)$ and

$$
\mathcal{I}, \delta, \delta^{\prime} ; \Delta \vdash\left(\text { new } \Delta_{0}\right) P\left|\delta!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle\right| R \Downarrow^{\text {barb }} \delta^{\prime} .
$$

This means that, by the barb preservation property of $\equiv_{\text {obs }}^{\mathrm{p-cxt}}$, we know

$$
\mathcal{I}, \delta, \delta^{\prime}: ; \Delta^{\prime} \vdash\left(\text { new } \Delta_{0}^{\prime}\right) Q\left|\delta!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle\right| R \Downarrow^{\text {barb }} \delta^{\prime}
$$

also. But, as $\delta^{\prime}$ is fresh, this could only have arisen by interaction with $R$ along $a$, whence

$$
\mathcal{I}^{\prime} ; \Delta^{\prime}, \Delta_{0}^{\prime} \vdash Q \Downarrow^{\text {barb }} a
$$

as required.
We can state the central theorem which allows us to achieve completeness:

## Theorem 6.9 (Completeness)

$$
\text { If } \mathcal{I} \models(\Delta \vdash P) \bar{\approx}_{o b s}^{c x t}\left(\Delta^{\prime} \vdash Q\right) \text { then } \mathcal{I} \models(\Delta \vdash P) \approx\left(\Delta^{\prime} \vdash Q\right) .
$$

Proof: Again, the proof proceeds by co-induction, this time we define the relation $\mathcal{R}$ by letting $\mathcal{I} \models(\Delta \vdash P) \mathcal{R}\left(\Delta^{\prime} \vdash Q\right)$ if $\mathcal{I} \models(\Delta \vdash P) \bar{\approx}_{\mathrm{obs}}^{\mathrm{p}-\mathrm{cxt}}$ $\left(\Delta^{\prime} \vdash Q\right)$. By definition it is $w$-closed. We demonstrate that it forms a bisimulation. To this end, suppose $\mathcal{I} \vDash(\Delta \vdash P) \mathcal{R}\left(\Delta^{\prime} \vdash Q\right)$ and that $\mathcal{I} ; \Delta \vdash P \xrightarrow{\mu} \mathcal{I}^{\prime} ; \Delta_{0} \vdash P^{\prime}$. We use the contextuality of labels to find a matching transition and proceed by cases on $\mu$. We only show the case for $\mu$ is ( $\tilde{c}) a!v$ here, it being the most involved. Note that, in this case, $\Delta_{0}$ is $\Delta, \tilde{c}: \tilde{\mathrm{C}}$.

We choose a fresh $\delta: \mathrm{A}_{\delta}$ where $\mathrm{A}_{\delta}$ denotes $\mathrm{rw}\left\langle\left(\mathcal{I}^{\prime}\right)\right\rangle$, and use Proposition 4.6 to find a term such that $\mathcal{I}, \delta: \mathrm{A}_{\delta} \vdash \mathcal{C}_{\mu}^{\mathcal{I}}$ with the appropriate properties. In fact, the first property tells us that
$\mathcal{I}, \delta: \mathrm{A}_{\delta} ; \Delta, \delta: \mathrm{A}_{\delta} \vdash P \mid \mathcal{C}_{\mu}^{\mathcal{I}} \Longrightarrow \mathcal{I}, \delta: \mathrm{A}_{\delta} ; \Delta, \delta: \mathrm{A}_{\delta} \vdash($ new $\tilde{c}: \tilde{\mathrm{C}})\left(P^{\prime} \mid \delta!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle\right)$
Using $\mathcal{C}_{\mu}^{\mathcal{I}}$ we can build a test term by choosing further fresh names $\delta^{\prime}: \mathrm{A}_{\delta}, a: \mathrm{rw}\langle\mathrm{T}\rangle$ and letting

$$
\mathcal{C}_{\delta^{\prime}}=a!\langle \rangle \mid \delta ?(x) a ?(y) . \delta^{\prime}!\langle x\rangle
$$

we note immediately that $\mathcal{C}_{\delta^{\prime}} \Downarrow^{\text {barb }} a$.
From contextual closure (omitting some type information) we know that
$\mathcal{I}, \delta^{\prime} \models\left(\Delta, \delta^{\prime} \vdash(\right.$ new $\left.\delta)\left(P\left|\mathcal{C}_{\mu}^{\mathcal{I}}\right| \mathcal{C}_{\delta^{\prime}}\right)\right) \equiv_{\text {obs }}^{\mathrm{p} \text {-cxt }}\left(\Delta^{\prime}, \delta^{\prime} \vdash(\right.$ new $\left.\delta)\left(Q\left|\mathcal{C}_{\mu}^{\mathcal{I}}\right| \mathcal{C}_{\delta^{\prime}}\right)\right)$ We also know that the left hand side of this equation may reduce (up to a minor structural equivalence) to

$$
\mathcal{I}, \delta^{\prime} ; \Delta, \delta^{\prime} \vdash(\text { new } \tilde{c}: \tilde{\mathrm{C}}) P^{\prime} \mid \delta^{\prime}!\left\langle v_{\mathcal{I}^{\prime}}\right\rangle .
$$

We use $C_{P}$ to refer to this configuration and observe that $C_{P} \not \psi^{\text {barb }} a$ but $C_{P} \Downarrow^{\text {barb }} \delta^{\prime}$.

Reduction closure now tells us that there must exist some matching reductions

$$
\mathcal{I}, \delta^{\prime} ; \Delta^{\prime}, \delta^{\prime} \vdash(\operatorname{new} \delta)\left(Q\left|\mathcal{C}_{\mu}^{\mathcal{I}}\right| \mathcal{C}_{\delta^{\prime}}\right) \Longrightarrow C_{Q}
$$

for some $C_{Q}$ such that $C_{P} \equiv_{\text {obs }}^{\mathrm{p} \text {-cxt }} C_{Q}$.
Now $\equiv_{o b s}^{\mathrm{p} \text {-cxt }}$ preserves barbs, so this means, in particular, that $C_{Q} \not \psi^{\text {barb }}$ $a$ and $C_{Q} \Downarrow^{\text {barb }} \delta^{\prime}$ also. Hence we know that $C_{Q}$ must be (again up to a minor structural equivalence) of a very specific form:

$$
\left.\mathcal{I}, \delta^{\prime} ; \Delta^{\prime}, \delta^{\prime} \vdash\left(\operatorname{new} \tilde{c}: \tilde{\mathrm{C}}^{\prime}\right) Q^{\prime} \mid \delta^{\prime}\left\langle!v_{0}\right\rangle\right)
$$

for some $Q^{\prime}$ and some $v_{0}$. By the construction of $\mathcal{C}_{\delta^{\prime}}$ and the fact that $C_{Q} \not \Downarrow^{\text {barb }} a$ we know that the reductions to $C_{Q}$ must have been generated by interaction with reductions of the form

$$
\left(\mathcal{I}, \delta ; \Delta^{\prime}, \delta \vdash Q \mid \mathcal{C}_{\mu}^{\mathcal{I}}\right) \Longrightarrow\left(\mathcal{I}, \delta ; \Delta^{\prime}, \delta \vdash\left(\text { new } \tilde{c}: \tilde{\mathrm{C}}^{\prime}\right) Q^{\prime} \mid \delta!\left\langle v_{0}\right\rangle\right.
$$

which, by Proposition 4.6, must themselves have been generated by interaction with transitions of the form

$$
\mathcal{I} ; \Delta^{\prime} \vdash Q \xrightarrow{\mu} \mathcal{I}^{\prime} ; \Delta^{\prime}, \tilde{c}: \tilde{\mathrm{C}}^{\prime} \vdash Q^{\prime} .
$$

It only remains to demonstrate that

$$
\mathcal{I}^{\prime} \models\left(\Delta, \tilde{c}: \tilde{\mathrm{C}} \vdash P^{\prime}\right) \mathcal{R}\left(\Delta^{\prime}, \tilde{c}: \tilde{\mathrm{C}}^{\prime} \vdash Q^{\prime}\right) .
$$

This follows from the fact that $C_{P} \bar{\approx}_{\mathrm{obs}}^{\mathrm{p}-\mathrm{cxt}} C_{Q}$ and Lemma 6.8.

Soundness, Completeness and Proposition 6.4 allows us to now conclude with the main result of the paper:

Corollary 6.10 If $\Gamma \models P \bar{\approx}_{o b s}^{c x t} Q$ if and only if $\Gamma \models(\Gamma \vdash P) \approx^{o}(\Gamma \vdash Q)$.

### 6.3 Example

The characterisation of the previous sections provide a convenient coinductive method for establishing contextual observational equivalence between terms. We provide a short example which demonstrates the utility of the bisimulation proof method. The processes that we consider provide two different implementations of a producer/consumer unit server.

Clients send requests for service along a global channel req, which must be accompanied by a reply channel which has type at least $\mathrm{R}=$ $w\langle(w\langle T\rangle, r\langle T\rangle)\rangle$. The server creates dedicated produce and consume channels, exclusively for the client, at type $\mathrm{A}=\mathrm{rw}\langle T\rangle$, and returns these along the reply channel. Note that because of the type of the return channel the client only receives the write capability on the produce channel and the read capability on the consume channel. The server then manages the simple protocol that for every call on the produce channel, a corresponding request can be made of the consume channel:

$$
C U_{1}=* r e q ?(x: \mathrm{R})(\text { new } p, c: \mathrm{A}) x!\langle p, c\rangle * p ?() \cdot c!\langle \rangle
$$

Here the server and uses the process $* p ?() . c!\langle \rangle$ to manage the produce and consume requests.

Another implementation is given by:

$$
C U_{2}=* r e q ?(x: \mathrm{R})(\text { new } p, c: \mathrm{A}) x!(p, c) \cdot(* p ?() . c!\langle \rangle \mid * c ?() \cdot p!\langle \rangle) .
$$

The behaviour of this server, when managing the produce/consume requests is a little different. Here the server itself, in addition to the client, may consume a request; if it does so it then reproduces a message in recompense.

There is a bug in the second implementation because, having set up a protocol for a client, when a message is sent by the client it may be consumed by the server itself, consequently unleashing an infinite sequence of produce/consume messages internal to the server. This can be formally demonstrated using the must testing equivalence.

Let $\Delta_{r e q}^{<}$be any typing environment such that $\Delta_{r e q}^{<}(r e q)=r w\langle r w\langle(\mathrm{~B}, \mathrm{C})\rangle\rangle$, where $\mathrm{B}<\mathrm{w}\langle\mathrm{w}\rangle$. Then

$$
\Delta_{r e q}^{<} \models C U_{1} \not \#_{m u s t} C U_{2} .
$$

To prove this result we exhibit a test $T$ such that $\Delta_{\text {req }}^{<} \vdash T, C U_{1}$ must $T$
but $C U_{1}$ phust $T$. The required $T$ is given by

$$
\left(\text { new } r: \mathrm{A}_{r}\right) r e q!\langle r\rangle r ?((x, y):(w\langle T\rangle, \mathrm{r}\langle T\rangle)) x!\langle \rangle \omega!\langle \rangle
$$

where $\mathrm{A}_{r}$ is the type $\operatorname{rw}\langle(\mathrm{B}, \mathrm{C})\rangle$. It is straightforward to show that this can be typed by $\Delta_{\text {req }}$, that it is guaranteed by $C U_{1}$ but when applied to $C U_{2}$, may lead to a non-terminating computation.

It is well-known that contextual observational equivalence is insensitive to such internal divergent behaviour. However there are further reasons for these two servers to exhibit different behaviour, in certain type environments. Suppose for example that $\Delta_{d}$ maps the channel req to the type $\mathrm{rw}\langle\mathrm{rw}\langle(\mathrm{B}, \mathrm{C})\rangle\rangle$, where $B, C$ are $\mathrm{rw}\langle\mathrm{T}\rangle, \mathrm{r}\langle\mathrm{T}\rangle$ respectively. This type enables the environment, when it receives a produce/consume pair $p, c$, to both write and read on $p$; with this capability $C U_{1}$ and $C U_{2}$ can be distinguished. For example consider the context $C[]$ :

$$
T \mid[]
$$

where $T$ is the process

$$
\text { (new } \left.r: \mathrm{A}_{r}\right) r e q!\langle r\rangle r ?((x, y):(\mathrm{rw}\langle T\rangle, r\langle T\rangle)) x!\langle \rangle x ?() d!\langle \rangle .
$$

Then it is easy to see, assuming $\Delta_{d}$ has the appropriate type for $d$, that $\Delta \models C\left[C U_{2}\right] \Downarrow^{\text {barb }} d$ whereas $\Delta \models C\left[C U_{1}\right] \psi^{\text {barb }} d$. It follows that

$$
\Delta_{d} \models C U_{1} \not \gtrsim_{\mathrm{obs}}^{\mathrm{cxt}} C U_{2} .
$$

Note that a similar example can be constructed if, instead, we allow the environment write access on the consume channel $c$.

However if we limit the environment's access to the produce/consume pair to be write, read respectively then we can show that the two servers are contextually equivalent:

Proposition 6.11 Suppose that $\Delta_{\text {req }}$ is any typing environment such that

$$
\Delta_{r e q}(r e q)=\operatorname{rw}\langle r w\langle(\mathrm{~B}, \mathrm{C})\rangle\rangle,
$$

where $\mathrm{B}:>\mathrm{w}\langle T\rangle$ and $\mathrm{C}:>\mathrm{r}\langle T\rangle$. Then

$$
\Delta_{r e q} \models C U_{1} \bar{\approx}_{o b s}^{c x t} C U_{2} .
$$

Proof: We will establish that these processes are in fact bisimilar and then by soundness we may conclude that they are contextual observational equivalent. To show that they are bisimilar we may appeal to congruence properties of bisimulation equivalence and show that, for $\Delta_{A}=p: A, c: A$,

$$
P_{1}=* p ?() . c!\langle \rangle \quad \text { and } \quad P_{2}=* p ?() . c!\langle \rangle \mid * c ?() \cdot p!\langle \rangle
$$

and for any $\mathcal{I}:>p: \mathrm{B}, c: \mathrm{C}$, we have

$$
\mathcal{I} \models\left(\Delta_{A} \vdash P_{1}\right) \approx\left(\Delta_{A} \vdash P_{2}\right) .
$$

To demonstrate this we define our candidate relation for the bisimulation as follows. Let $c!^{n}$ for a non-negative integer $n$ mean the $n$-fold parallel composition of the terms $c!\langle \rangle$. We relate terms such that (upto $\equiv$ )

$$
\mathcal{I} \models\left(\Delta_{A} \vdash P_{1} \mid c!^{n}\right) \mathcal{R}\left(\Delta_{A} \vdash P_{2}\left|c!^{m}\right| p!^{k}\right)
$$

whenever $n=m+k$. We must show that the $\omega$-closure of $\mathcal{R}$ forms a bisimulation.

This is reasonably straightforward, as an example of the work involved (ignoring $\omega$-closures) we suppose that

$$
\mathcal{I} \models\left(\Delta_{A} \vdash P_{1} \mid c!^{n}\right) \mathcal{R}\left(\Delta_{A} \vdash P_{2}\left|c!^{m}\right| p!^{k}\right)
$$

and that $\mathcal{I} ; \Delta_{A} \vdash P_{1} \mid c!^{n} \xrightarrow{\mu} \mathcal{I} ; \Delta_{A} \vdash P^{\prime}$ (note that $\mathcal{I}$ and $\Delta_{A}$ will not change throughout this proof and $n=m+k$ ).

We consider how this could arise: firstly, if the transition originated in $P_{1}$ then we know $\mu$ must be of the form $p ?()$. This is only possible in case the environment $\mathcal{I}$ has write capability on channel $p$, which it may. There is an obvious matching transition from $P_{2}$ which is always ready to receive produce requests on $p$ also. The resulting states reached are in $\mathcal{R}$ :

$$
\mathcal{I} \models\left(\Delta_{A} \vdash P_{1} \mid c!^{n+1}\right) \mathcal{R}\left(\Delta_{A} \vdash P_{2}\left|c!^{m+1}\right| p!^{k}\right)
$$

as $(n+1)=(m+1)+k$.
The second possibility is that the transition from originates from $c!^{n}$ and is an output of the form $c!()$ (that is $n>0$ and $P^{\prime}$ is $\left.P_{1} \mid c!^{n-1}\right)$. This can only be possible if the environment $\mathcal{I}$ has read capability on this channel, which it may. The matching transition for this would of course simply be an output $c!()$ from $P_{2}\left|c!^{m}\right| p!^{k}$, but we do not necessarily know that $m>0$. However, we do know that $n=m+k>0$ so, in the case $m=0$ we must have $k>0$ and an internal communication between $p!^{k}$ and $P_{2}$ ensures the availability of a $c!()$ transition. Thus, the matching transitions are, for $m>0$,

$$
\left(\mathcal{I} ; \Delta_{A} \vdash P_{2}\left|c!^{m}\right| p!^{k}\right) \xrightarrow{c!\leq}\left(\mathcal{I} ; \Delta_{A} \vdash P_{2}\left|c!^{m-1}\right| p!^{k}\right),
$$

and for $m=0$,

$$
\left(\mathcal{I} ; \Delta_{A} \vdash P_{2}\left|c!^{m}\right| p!^{k}\right) \xrightarrow{\tau} \xrightarrow{c!\langle \rangle}\left(\mathcal{I} ; \Delta_{A} \vdash P_{2}\left|c!^{m}\right| p!^{k-1}\right) .
$$

In either case we end up back in $\mathcal{R}$.
Similar arguments can be used to match transitions from $P_{2}\left|c!^{m}\right| p!^{k}$. The only extra transitions here arise as internal communications. There are two possibilities for these: an interaction between $P_{2}$ and $c!^{m}$ and an interaction between $P_{2}$ and $p!^{k}$. Note that in each case the resulting state is

$$
P_{2}\left|c!^{m-1}\right| p!^{k+1}
$$

for the former and

$$
P_{2}\left|c!^{m+1}\right| p!^{k-1}
$$

for the latter. In either case the total $m+k$ is invariant. This means that the extra internal transitions exhibited by $P_{2}\left|c!^{m}\right| p!^{k}$ may be matched in $\mathcal{R}$ by an empty transition from $P_{1} \mid c!^{n}$.

It is worth mentioning here that it is not possible to observe output transitions of the form $p!\langle \rangle$ from $\mathcal{I} ; \Delta_{A} \vdash P_{2}\left|c!^{m}\right| p!^{k}$ as we have supposed that $\mathcal{I}(p):>\mathrm{B}:>\mathrm{w}\langle T\rangle$ and thus cannot the read capability required to make this observation. Similarly, it is not possible to observe input transitions of the form $c ?\left\rangle\right.$ from $\mathcal{I} ; \Delta_{A} \vdash P_{2}$.

This short example demonstrates the use of a co-inductive proof for establishing contextual observational equivalence. The use of the bisimulation method allows us to establish equivalence without quantifying over all possible clients for these servers. In effect, the environment plays the role of an arbitrary client.

## 7 Conclusion

In this paper we have studied typed behavioural equivalences for the $\pi$ calculus. In particular we have shown that natural typed versions testing and barbed congruences can be captured by applying standard techniques to a new lts of typed actions, Conf. Thus, at least in principle, it should be possible to use, or adapt, existing proof methodologies and verification systems, $[4,5]$ to prove type dependent equivalences between processes. Admittedly the states, $\mathcal{I} ; \Delta \vdash P$, in the lts are a priori complicated, consisting of a process term $P$, a type environment for its computing context $\mathcal{I}$ and a separate type environment for the process itself $\Delta$. But the observant reader will have noticed that in the rules for generated Conf, in Figure 5, the last type environment $\Delta$ plays no role. Technically its presence has been convenient for deriving our results, which depend on the fact that processes are well-typed with respect to some environment coherent with $\mathcal{I}$, but in an implementation of Conf they could be safely omitted.

Typed process equivalences, as opposed to untyped ones, have nu-
merous interesting applications. For example such an equivalence has been used in [18] to investigate translations of the $\lambda$-calculus into the $\pi$ calculus; the use of types enables stronger results to be demonstrated. In [24] complier optimisations are justified using a typed equivalence, for a language similar to ours. We also intend to develop typed equivalences for the higher-order process language in [25, 22], where types are used to resources and computing hosts from malicious agents; in such scenarios demonstrating that a particular policy does indeed offer host protection would amount to proving typed equivalences.

We have based our notion of contextual equivalence on the approach of $[9,7]$ rather than that used, for example in [15]. In the latter the behavioural equivalence itself is not required to be itself contextual, but instead the largest contextual relation contained in it is the focus of study. The two approaches are conceptually not very different and in many cases they actually generate the same behavioural relation; see for example $[9,6]$. However proofs characterising the latter in terms of bisimulation relations are often complex, dependent on the precise constructs of the language being investigated, and sometimes even require infinitary syntactic constructs; see for example the characterisation proofs in [15, 23]. Indeed more recent characterisation theorems, such as that in [1] tend to be restricted to finite-branching processes. On the other hand characterisation theorems for the kind of formalisation we have chosen are usually conceptually more simple, or at least not very dependent on the precise language constructs to hand; see for example the proofs in $[9,11]$.

There have been some previous attempts at characterising typed contextual equivalences $[2,17]$ using an observer's view of the type environment. In [17] the observer's view is used to account for contextual equivalences in the presence of polymorphic types in the $\pi$-calculus but subtyping is not considered. Also no complete characterisation of barbed congruence was provided in this setting. Although this paper did not deal with subtyping the subsequent work in [2] did tackle this problem albeit in a theoretically very different setting to ours. The chief difference lays in the absence of the name equality test. We crucially use the name equality operator to witness that each of our actions $\alpha$ may be constructed as a test $C_{\alpha}[\quad]$ and that the type information gained during this test may be accumulated. In [2] the lack of the equality test impacts upon the labelled transition system in the sense that names being sent to the observer cannot be recognised as names encountered during a prior test. In particular this precludes accumulation of knowledge about a name and the labelled transition system presented in this paper reflects this. A coinductive characterisation of barbed congruence is provided although the equations holding in this setting vary considerably from ours. For instance the well-known Replication Theorem of $\pi$-calculus used to illustrate their technique fails to hold in the presence of equality testing.

Our system allows for a gradual increase in knowledge about types of names and provides a fresh approach to understanding the effects of subtyping on process equivalence.
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