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Preface

SPSS Statistics 17.0 is a comprehensive system for analyzing data. The Complex
Samples optional add-on module provides the additional analytic techniques described
in this manual. The Complex Samples add-on module must be used with the SPSS
Statistics 17.0 Base system and is completely integrated into that system.

Installation

To install the Complex Samples add-on module, run the License Authorization Wizard
using the authorization code that you received from SPSS Inc. For more information,
see the installation instructions supplied with the Complex Samples add-on module.

Compatibility

SPSS Statistics is designed to run on many computer systems. See the installation
instructions that came with your system for specific information on minimum and
recommended requirements.

Serial Numbers

Your serial number is your identification number with SPSS Inc. You will need this
serial number when you contact SPSS Inc. for information regarding support, payment,
or an upgraded system. The serial number was provided with your Base system.

Customer Service

If you have any questions concerning your shipment or account, contact your local
office, listed on the Web site at http://www.spss.com/worldwide. Please have your
serial number ready for identification.



Training Seminars

SPSS Inc. provides both public and onsite training seminars. All seminars feature
hands-on workshops. Seminars will be offered in major cities on a regular basis.
For more information on these seminars, contact your local office, listed on the Web
site at http://mwww.spss.com/worldwide.

Technical Support

Technical Support services are available to maintenance customers. Customers may
contact Technical Support for assistance in using SPSS Statistics or for installation
help for one of the supported hardware environments. To reach Technical Support,
see the Web site at http://www.spss.com, or contact your local office, listed on the
Web site at http://mwww.spss.comyworldwide. Be prepared to identify yourself, your
organization, and the serial number of your system.

Additional Publications
The SPSS Statistical Procedures Companion, by Marija Norusis, has been published

by Prentice Hall. A new version of this book, updated for SPSS Statistics 17.0,

is planned. The SPSS Advanced Statistical Procedures Companion, also based

on SPSS Statistics 17.0, is forthcoming. The SPSS Guide to Data Analysis for

SPSS Statistics 17.0 is also in development. Announcements of publications
available exclusively through Prentice Hall will be available on the Web site at
http://mww.spss.com/estore (select your home country, and then click Books).
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Chapter

Introduction to Complex Samples
Procedures

An inherent assumption of analytical procedures in traditional software packages
is that the observations in a data file represent a simple random sample from the
population of interest. This assumption is untenable for an increasing number of
companies and researchers who find it both cost-effective and convenient to obtain
samples in a more structured way.

The Complex Samples option allows you to select a sample according to a complex
design and incorporate the design specifications into the data analysis, thus ensuring
that your results are valid.

Properties of Complex Samples

A complex sample can differ from a simple random sample in many ways. In a
simple random sample, individual sampling units are selected at random with equal
probability and without replacement (WOR) directly from the entire population. By
contrast, a given complex sample can have some or all of the following features:

Stratification. Stratified sampling involves selecting samples independently within
non-overlapping subgroups of the population, or strata. For example, strata may be
socioeconomic groups, job categories, age groups, or ethnic groups. With stratification,
you can ensure adequate sample sizes for subgroups of interest, improve the precision
of overall estimates, and use different sampling methods from stratum to stratum.

Clustering. Cluster sampling involves the selection of groups of sampling units, or
clusters. For example, clusters may be schools, hospitals, or geographical areas,
and sampling units may be students, patients, or citizens. Clustering is common in
multistage designs and area (geographic) samples.
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Multiple stages. In multistage sampling, you select a first-stage sample based on
clusters. Then you create a second-stage sample by drawing subsamples from the
selected clusters. If the second-stage sample is based on subclusters, you can then add
a third stage to the sample. For example, in the first stage of a survey, a sample of cities
could be drawn. Then, from the selected cities, households could be sampled. Finally,
from the selected households, individuals could be polled. The Sampling and Analysis
Preparation wizards allow you to specify three stages in a design.

Nonrandom sampling. When selection at random is difficult to obtain, units can be
sampled systematically (at a fixed interval) or sequentially.

Unequal selection probabilities. When sampling clusters that contain unequal numbers
of units, you can use probability-proportional-to-size (PPS) sampling to make a
cluster’s selection probability equal to the proportion of units it contains. PPS sampling
can also use more general weighting schemes to select units.

Unrestricted sampling. Unrestricted sampling selects units with replacement (WR).
Thus, an individual unit can be selected for the sample more than once.

Sampling weights. Sampling weights are automatically computed while drawing a
complex sample and ideally correspond to the “frequency” that each sampling unit
represents in the target population. Therefore, the sum of the weights over the sample
should estimate the population size. Complex Samples analysis procedures require
sampling weights in order to properly analyze a complex sample. Note that these
weights should be used entirely within the Complex Samples option and should not be
used with other analytical procedures via the Weight Cases procedure, which treats
weights as case replications.

Usage of Complex Samples Procedures

Your usage of Complex Samples procedures depends on your particular needs. The
primary types of users are those who:

®  Plan and carry out surveys according to complex designs, possibly analyzing the
sample later. The primary tool for surveyors is the Sampling Wizard.

B Analyze sample data files previously obtained according to complex designs.
Before using the Complex Samples analysis procedures, you may need to use the
Analysis Preparation Wizard.

Regardless of which type of user you are, you need to supply design information to
Complex Samples procedures. This information is stored in a plan file for easy reuse.
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Plan Files

A plan file contains complex sample specifications. There are two types of plan files:

Sampling plan. The specifications given in the Sampling Wizard define a sample
design that is used to draw a complex sample. The sampling plan file contains those
specifications. The sampling plan file also contains a default analysis plan that uses
estimation methods suitable for the specified sample design.

Analysis plan. This plan file contains information needed by Complex Samples analysis
procedures to properly compute variance estimates for a complex sample. The plan
includes the sample structure, estimation methods for each stage, and references to
required variables, such as sample weights. The Analysis Preparation Wizard allows
you to create and edit analysis plans.

There are several advantages to saving your specifications in a plan file, including:

B A surveyor can specify the first stage of a multistage sampling plan and draw
first-stage units now, collect information on sampling units for the second stage,
and then modify the sampling plan to include the second stage.

B Ananalyst who doesn’t have access to the sampling plan file can specify an analysis
plan and refer to that plan from each Complex Samples analysis procedure.

B A designer of large-scale public use samples can publish the sampling plan file,
which simplifies the instructions for analysts and avoids the need for each analyst
to specify his or her own analysis plans.

Further Readings

For more information on sampling techniques, see the following texts:

Cochran, W. G. 1977. Sampling Techniques, 3rd ed. New York: John Wiley and Sons.
Kish, L. 1965. Survey Sampling. New York: John Wiley and Sons.

Kish, L. 1987. Statistical Design for Research. New York: John Wiley and Sons.

Murthy, M. N. 1967. Sampling Theory and Methods. Calcutta, India: Statistical
Publishing Society.

Sarndal, C., B. Swensson, and J. Wretman. 1992. Model Assisted Survey Sampling.
New York: Springer-Verlag.
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Sampling from a Complex Design

Figure 2-1
Sampling Wizard, Welcome step

Sampling Wizard

Wwelcome to the Sampling 'wizard

The Sampling ‘Wizard helpz you design and select a complex sample. Your selections will be saved ta a plan file that pou can uze at
analyziz time to indicate how the data were sampled.

¥ou canh alza uze the wizard to madify a sampling plan or draw a sample according o an existing plan.

What would you like to do?

(=) Design a sample
Chooze thiz option if you have not File:
created a plan file. “rou will hawve the 15 | fpoperty_sssess.csplan
option ko draw the sample.

() Edit a zample design

Chooze thiz option if you want to add, .
temove, or modify stages of an existing  Fil=: Browsze...

plan. 'ou will hawve the option to draw
‘ the zample.

TF () Diraw a zample
2,

x - Choose this option if you already have -
a plan file and want to draw a sample. Pl Browss...

< Back Finizh [ Cancel ] [ Help

The Sampling Wizard guides you through the steps for creating, modifying, or
executing a sampling plan file. Before using the Wizard, you should have a
well-defined target population, a list of sampling units, and an appropriate sample
design in mind.
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Creating a New Sample Plan

>

From the menus choose:

Analyze
Complex Samples
Select a Sample...

Select Design a sample and choose a plan filename to save the sample plan.
Click Next to continue through the Wizard.

Optionally, in the Design Variables step, you can define strata, clusters, and input
sample weights. After you define these, click Next.

Optionally, in the Sampling Method step, you can choose a method for selecting items.

If you select PPS Brewer or PPS Murthy, you can click Finish to draw the sample.
Otherwise, click Next and then:

In the Sample Size step, specify the number or proportion of units to sample.

You can now click Finish to draw the sample.

Optionally, in further steps you can:
m  Choose output variables to save.
B Add a second or third stage to the design.

m  Set various selection options, including which stages to draw samples from, the
random number seed, and whether to treat user-missing values as valid values of
design variables.

m  Choose where to save output data.

m  Paste your selections as command syntax.
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Sampling Wizard: Design Variables

Figure 2-2
Sampling Wizard, Design Variables step

Sampling Wizard

Stage 1: Diesign Yarniables

In thig panel pou can shatify your zample or define clusters. You can alzo provide a label for the stage that will be uzed in the output.

It sampling weightz exist from a prior stage of the sample design you can use them as input to the curent stage.

Welcome .
< Stage 1 Ea_nablesr Shratify By:
P Design Yariables @b Property 1D [propid] @ County [county]
Method @ Meighborhood [rbrk... 4
Sample Size f‘(ears zince last appr...

f\falue at last apprais...
Clusters:

@\‘\ Townszhip [town]

4
Input 5 ample Weight:
4
Stage Label:
<§» = incomplete section
[ < Back ” Mest » l [ Cancel ] [ Help ]

This step allows you to select stratification and clustering variables and to define input
sample weights. You can also specify a label for the stage.

Stratify By. The cross-classification of stratification variables defines distinct
subpopulations, or strata. Separate samples are obtained for each stratum. To improve
the precision of your estimates, units within strata should be as homogeneous as
possible for the characteristics of interest.

Clusters. Cluster variables define groups of observational units, or clusters. Clusters
are useful when directly sampling observational units from the population is expensive
or impossible; instead, you can sample clusters from the population and then sample
observational units from the selected clusters. However, the use of clusters can
introduce correlations among sampling units, resulting in a loss of precision. To
minimize this effect, units within clusters should be as heterogeneous as possible for the
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characteristics of interest. You must define at least one cluster variable in order to plan
a multistage design. Clusters are also necessary in the use of several different sampling
methods. For more information, see Sampling Wizard: Sampling Method on p. 8.

Input Sample Weight. If the current sample design is part of a larger sample design,
you may have sample weights from a previous stage of the larger design. You can
specify a numeric variable containing these weights in the first stage of the current
design. Sample weights are computed automatically for subsequent stages of the
current design.

Stage Label. You can specify an optional string label for each stage. This is used in the
output to help identify stagewise information.

Note: The source variable list has the same content across steps of the Wizard. In other
words, variables removed from the source list in a particular step are removed from the
list in all steps. Variables returned to the source list appear in the list in all steps.

Tree Controls for Navigating the Sampling Wizard

On the left side of each step in the Sampling Wizard is an outline of all the steps. You
can navigate the Wizard by clicking on the name of an enabled step in the outline.
Steps are enabled as long as all previous steps are valid—that is, if each previous step
has been given the minimum required specifications for that step. See the Help for
individual steps for more information on why a given step may be invalid.
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Sampling Wizard: Sampling Method

Figure 2-3
Sampling Wizard, Sampling Method step

Sampling Wizard

Stage 1: Sampling Method

In this panel you can chooze how to zelect iems from the working data file. If you chooze a PPS [probability proportional to size] zampling
method pou must aleo specify a measure of size (MOS).

welcome

G Stage 1 E‘.a_riables: Method
Design Yariables ¢xFroperty I [propid] Type: | Simple Fandam Sampling v
b Method @5 Neighborhaod [nbrh...
Sample Size f‘(ears since last appr... (%) Without replacement [WOR)

f\r"alue at last apprais...
() With replacement [WH]

[ Use wh estimation for analsiz

<> = incomplete section

[ < Back ” Mesxt » ] [ Cancel ] [ Help

This step allows you to specify how to select cases from the active dataset.

Method. Controls in this group are used to choose a selection method. Some sampling
types allow you to choose whether to sample with replacement (WR) or without
replacement (WOR). See the type descriptions for more information. Note that some
probability-proportional-to-size (PPS) types are available only when clusters have
been defined and that all PPS types are available only in the first stage of a design.
Moreover, WR methods are available only in the last stage of a design.

m  Simple Random Sampling. Units are selected with equal probability. They can be
selected with or without replacement.

m  Simple Systematic. Units are selected at a fixed interval throughout the sampling
frame (or strata, if they have been specified) and extracted without replacement. A
randomly selected unit within the first interval is chosen as the starting point.
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m  Simple Sequential. Units are selected sequentially with equal probability and
without replacement.

m  PPS. This is a first-stage method that selects units at random with probability
proportional to size. Any units can be selected with replacement; only clusters
can be sampled without replacement.

m  PPS Systematic. This is a first-stage method that systematically selects units with
probability proportional to size. They are selected without replacement.

m  PPS Sequential. This is a first-stage method that sequentially selects units with
probability proportional to cluster size and without replacement.

m  PPS Brewer. This is a first-stage method that selects two clusters from each stratum
with probability proportional to cluster size and without replacement. A cluster
variable must be specified to use this method.

m  PPS Murthy. This is a first-stage method that selects two clusters from each stratum
with probability proportional to cluster size and without replacement. A cluster
variable must be specified to use this method.

m  PPS Sampford. This is a first-stage method that selects more than two clusters from
each stratum with probability proportional to cluster size and without replacement.
It is an extension of Brewer’s method. A cluster variable must be specified to
use this method.

m  Use WR estimation for analysis. By default, an estimation method is specified in
the plan file that is consistent with the selected sampling method. This allows you
to use with-replacement estimation even if the sampling method implies WOR
estimation. This option is available only in stage 1.

Measure of Size (M0S). If a PPS method is selected, you must specify a measure of size
that defines the size of each unit. These sizes can be explicitly defined in a variable or
they can be computed from the data. Optionally, you can set lower and upper bounds
on the MOS, overriding any values found in the MOS variable or computed from the
data. These options are available only in stage 1.
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Sampling Wizard: Sample Size

Figure 2-4
Sampling Wizard, Sample Size step

Sampling Wizard

Stage 1: Sample Size

Ih thiz panel pou specify the number ar propartion of units to be zampled in the current stage. The zample size can be fided across strata or
it can vary for different strata.

If you specify sample sizes as propartions you can alza et the minimum or masinum number of units to draw.

Welcome

Stage 1 ETIGUESZ Unitz; | Courts w
Design Variables ﬁf) Property 1D [propid] =nis
Method @ Meighborhood [rbrk...
b sample Size f‘(ears zince last appr...
. K (%) Wl
Output Yariables f\!alue at last apprais... 1 The size value applies
Jummary to each stratum.
Add Stage 2
Draw Sample () Unequal values for strata:
Selection Options
Cutput Files
Campletion

() Bead values from variable:

[ < Back ” Mest » ][ Finizh ] [ Cancel ] [ Help ]

This step allows you to specify the number or proportion of units to sample within
the current stage. The sample size can be fixed or it can vary across strata. For the

purpose of specifying sample size, clusters chosen in previous stages can be used to
define strata.

Units. You can specify an exact sample size or a proportion of units to sample.

m Value. A single value is applied to all strata. If Counts is selected as the unit metric,
you should enter a positive integer. If Proportions is selected, you should enter a
non-negative value. Unless sampling with replacement, proportion values should
also be no greater than 1.
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m  Unequal values for strata. Allows you to enter size values on a per-stratum basis via
the Define Unequal Sizes dialog box.

m  Read values from variable. Allows you to select a numeric variable that contains
size values for strata.

If Proportions is selected, you have the option to set lower and upper bounds on the
number of units sampled.

Define Unequal Sizes

Figure 2-5
Define Unequal Sizes dialog box
Define Unequal Sizes
Size Specifications: Labels Walues Exclude:
county | Count |
_ 1 |Central 4
__ 2 |Eastern a
3 |Morthern 3
4 |Southern 4
5 |Western 3 ’
_6 |
7|
_8 |
_9 |
Refresh Strata ]
’ Continue ] [ Cancel ] [ Help ]

The Define Unequal Sizes dialog box allows you to enter sizes on a per-stratum basis.

Size Specifications grid. The grid displays the cross-classifications of up to five strata
or cluster variables—one stratum/cluster combination per row. Eligible grid variables
include all stratification variables from the current and previous stages and all cluster
variables from previous stages. Variables can be reordered within the grid or moved to
the Exclude list. Enter sizes in the rightmost column. Click Labels or Values to toggle
the display of value labels and data values for stratification and cluster variables in
the grid cells. Cells that contain unlabeled values always show values. Click Refresh
Strata to repopulate the grid with each combination of labeled data values for variables
in the grid.
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Exclude. To specify sizes for a subset of stratum/cluster combinations, move one or
more variables to the Exclude list. These variables are not used to define sample sizes.

Sampling Wizard: Output Variables

Figure 2-6
Sampling Wizard, Output Variables step

Sampling Wizard

Stage 1: Output Variables

In thiz panel you can choose variables to be saved when the sample is drawn. The varables contain information about the sample or
population for the cument stage. |f the sample is stratified the variables contain data for each stratum.

Welcome
Stage 1
Design Variables ‘which variables do you want to save?
tethod
Sample Size
b Output Varishles [ Sample propartion
Surmnmary
Add Stage 2
Draw Sample [ 5ample size [ 5.ample weight
Selection Options
Cutput Files
Completion Ihclusion probabilities, cumulative sample weights, and final 2ample weights are
always zaved.
Duplication indexes are created automatically when the plan requests zampling
with replacement.

[ < Back ” et > I[ Firizh ] [ Cancel ] [ Help

This step allows you to choose variables to save when the sample is drawn.

Population size. The estimated number of units in the population for a given stage. The
rootname for the saved variable is PopulationSze .

Sample proportion. The sampling rate at a given stage. The rootname for the saved
variable is SamplingRate .

Sample size. The number of units drawn at a given stage. The rootname for the saved
variable is SampleSize .
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Sample weight. The inverse of the inclusion probabilities. The rootname for the saved
variable is Sample\eight_.
Some stagewise variables are generated automatically. These include:

Inclusion probabilities. The proportion of units drawn at a given stage. The rootname
for the saved variable is InclusionProbability .

Cumulative weight. The cumulative sample weight over stages previous to and including
the current one. The rootname for the saved variable is SampleWeightCumulative .

Index. Identifies units selected multiple times within a given stage. The rootname
for the saved variable is Index_.

Note: Saved variable rootnames include an integer suffix that reflects the stage
number—for example, PopulationSze_1 for the saved population size for stage 1.
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Sampling Wizard: Plan Summary

Figure 2-7
Sampling Wizard, Plan Summary step

Sampling Wizard

Stage 1: Plan Summary

This panel summarizes the sampling plan so far. You can add anather stage to the design.

If you choose nat to add a stage the next step is to set options for drawing your sample.

Welcome R
Stage 1 = 2

Design Yariables Stage | Label | Strata Clusters Size

[ Method |

Method 1 (Mone) county town 4
Sample Size
Output Yariables
» Surnnary
Add Stage 2
Draw Sample
Selection Options
Output Files File: c:\property_assess.ceplan
Campletion
Do you want to add stage 27

[ < Back ” Mest » l

Simple Random
Sampling (WOR)

@)ive ()Mo, do nat add another stage now
Chooze thiz option if the Chooze this option if stage 2
working data file containg data are not available vet or pour
data for stage 2. design has only one stage.

[ Cancel ] [ Help ]

This is the last step within each stage, providing a summary of the sample design
specifications through the current stage. From here, you can either proceed to the next
stage (creating it, if necessary) or set options for drawing the sample.
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Sampling Wizard: Draw Sample Selection Options

Figure 2-8
Sampling Wizard, Draw Sample Selection Options step

Sampling Wizard

Draw Sample: Selection Options

In thiz panel pou can chooze whether ta draw a sample. You can pick which stages to extract and zet other sampling options such as the
zeed uzed for random number generation.

Welcome
Stage 1 Do you want to draw a sample?
Design Variables ..
Method [OH: Stages: |All[1] v
Sample Size O No
Output Yariables
Surnmary
Add Stage 2 “What type of seed value do you want to use?
Draw Sample
P Selection Options (&) A randamly-chasen number
Qutput Files O Cust s Enter a custom zeed walue if you want to
Completion =MStom Yalie. reproduce the sample later.

O Include in the zample frame cases with user-miszing walues of stratification or
cluzstering variablas

Wwéorking data are sorted by stratification variables [presorted data may speed
processing]

[ < Back ” Mest » ][ Finizh ] [ Cancel ] [ Help ]

This step allows you to choose whether to draw a sample. You can also control other
sampling options, such as the random seed and missing-value handling.

Draw sample. In addition to choosing whether to draw a sample, you can also choose
to execute part of the sampling design. Stages must be drawn in order—that is, stage 2
cannot be drawn unless stage 1 is also drawn. When editing or executing a plan, you
cannot resample locked stages.

Seed. This allows you to choose a seed value for random number generation.

Include user-missing values. This determines whether user-missing values are valid. If
s0, user-missing values are treated as a separate category.

Data already sorted. If your sample frame is presorted by the values of the stratification
variables, this option allows you to speed the selection process.
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Sampling Wizard: Draw Sample Output Files

Figure 2-9
Sampling Wizard, Draw Sample Output Files step
Sampling Wizard
Draw Sample: Output Files
In thiz panel pou can chooze where to zave zample output data. 'Y'ou must save sampled cazes ta an external file if zampling iz done with
replacement. The selected cazes are zaved along with the variables if the destination iz a new dataset or file.
Juoint probabilities are zaved if vou request PPS zampling without replacement. They are needed for WOR estimation of PPS designs.
Welcome
Stage 1 Where do you want to zave sample data?
Design Variables .
Active datasst
Method ©
Sampls Size () Mew dataset:
Output Yariables
Summary L
Stage 2 () External file:
Design Yariables
Method
Sample Size
Qukpuk Variables
Surmary
Add Stage 3 [ 5ave case selection niles
Draw Sample
Selection Options
b Cutput Files
Completion
[ < Back ” Mext » l [ Finizh ] [ Cancel ] [ Help ]

This step allows you to choose where to direct sampled cases, weight variables, joint
probabilities, and case selection rules.

Sample data. These options let you determine where sample output is written. It

can be added to the active dataset, written to a new dataset, or saved to an external
SPSS Statistics data file. Datasets are available during the current session but are
not available in subsequent sessions unless you explicitly save them as data files.
Dataset names must adhere to variable naming rules. If an external file or new dataset
is specified, the sampling output variables and variables in the active dataset for the
selected cases are written.
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Joint probabilities. These options let you determine where joint probabilities are
written. They are saved to an external SPSS Statistics data file. Joint probabilities are

produced if the PPS WOR, PPS Brewer, PPS Sampford, or PPS Murthy method is

selected and WR estimation is not specified.

Case selection rules. If you are constructing your sample one stage at a time, you may
want to save the case selection rules to a text file. They are useful for constructing the

subframe for subsequent stages.

Sampling Wizard: Finish

Figure 2-10
Sampling Wizard, Finish step

Sampling Wizard

Completing the Sampling ‘wizard

Welcome

Stage 1
Design variables
Method
Sample Size
Cutput Yariables
Summary

Add Stage 2

Draw Sample
Selection Options
Qukput Filas

b Completion

‘t'ou have provided all of the information needed to create a sample design and draw a sample.

‘f'ou can return ta the Sampling ‘wizard later if you need to add or modify stages. After all the stages have been sampled you can uze the
plan file in any Complex S amples analyziz procedure to indicate how the sample waz drawn,

‘what do you want to do?

(®i5ave the design to a plan file and draw the sample

() Paste the syntax generated by the “izard inko a syntas window

Ta close this wizard, click Finish.

l Firizh ] [ Cancel ] [ Help

This is the final step. You can save the plan file and draw the sample now or paste your

selections into a syntax window.
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When making changes to stages in the existing plan file, you can save the edited
plan to a new file or overwrite the existing file. When adding stages without making
changes to existing stages, the Wizard automatically overwrites the existing plan file.
If you want to save the plan to a new file, select Paste the syntax generated by the
Wizard into a syntax window and change the filename in the syntax commands.

Modifying an Existing Sample Plan

>

From the menus choose:

Analyze
Complex Samples
Select a Sample...

Select Edit a sample design and choose a plan file to edit.
Click Next to continue through the Wizard.

Review the sampling plan in the Plan Summary step, and then click Next.

Subsequent steps are largely the same as for a new design. See the Help for individual
steps for more information.

Navigate to the Finish step, and specify a new name for the edited plan file or choose to
overwrite the existing plan file.

Optionally, you can:
B Specify stages that have already been sampled.

m  Remove stages from the plan.
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Sampling Wizard: Plan Summary

Figure 2-1
Sampling Wizard, Plan Summary step

Sampling Wizard

Plan Summary

This panel summarizes the sampling plan. Indicate any stages that have alieady been sampled. These stages will be locked in the Wizard
to prevent accidental changes. They cannot be resampled unless you unlock them,

¥ou can alzo delete exigting stages from the plan.

el

Surnmary:
Stage 1 Stage |Lakel | Strata Clusters  |Size [ Method |

Diesign Yariables 1 (Mone) courty towvn 4 Simple Random
Method Sampling (AOR)
Sample Size 2 (Mone) nbrhood 0.z Simplg Randam
Cutpuk Yariables Sampling (AOR)
Summary

Stage 2

Design variables

Method File: C:%Program FileshSPS ST utorialheample_fileshproperty_asseszs.csplan

Sample Size

Oukpuk Yariables Which stages have alleady been sampled?

Summnary
Add Stage 3
Draw Sample

Selection Options [] Bemove stages from the plan:

Cutput Files
Completion Stages | 2 e

Stages: | Mone -

[ < Back ” Mest » ][ Finizh ] [ Cancel ] [ Help ]

This step allows you to review the sampling plan and indicate stages that have already
been sampled. If editing a plan, you can also remove stages from the plan.

Previously sampled stages. If an extended sampling frame is not available, you will
have to execute a multistage sampling design one stage at a time. Select which stages
have already been sampled from the drop-down list. Any stages that have been
executed are locked; they are not available in the Draw Sample Selection Options step,
and they cannot be altered when editing a plan.

Remove stages. You can remove stages 2 and 3 from a multistage design.
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Running an Existing Sample Plan
» From the menus choose:
Analyze

Complex Samples
Select a Sample...

Select Draw a sample and choose a plan file to run.
Click Next to continue through the Wizard.

Review the sampling plan in the Plan Summary step, and then click Next.

v v v VY

The individual steps containing stage information are skipped when executing a sample
plan. You can now go on to the Finish step at any time.

Optionally, you can specify stages that have already been sampled.

CSPLAN and CSSELECT Commands Additional Features

The command syntax language also allows you to:
m  Specify custom names for output variables.

m  Control the output in the Viewer. For example, you can suppress the stagewise
summary of the plan that is displayed if a sample is designed or modified, suppress
the summary of the distribution of sampled cases by strata that is shown if the
sample design is executed, and request a case processing summary.

m  Choose a subset of variables in the active dataset to write to an external sample file
or to a different dataset.

See the Command Syntax Reference for complete syntax information.
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Preparing a Complex Sample for
Analysis

Figure 3-1
Analysis Preparation Wizard, Welcome step

Analysis Preparation Wizard

wielcome ko the Analysis Preparation YWizand

The Analyzis Preparation ‘wizard helps you describe your complex sample and choose an estimation method. v'ou will be azked to provide
zample weights and other information needed for accurate estimation of standard emors.

‘f'our selections will be saved to a plan file that you can use in any of the analysis procedures in the Comples Samples O ption.

what would vou like to do?

(%) Create a plan file

Chooze this option if you have sanle File: [ /bankloan.csaplan

data but have not created a plan file.

() Edit a plan file

Chooze this option if you want to add,
remowve, of modify stages of an existing
plan.

If you already have a plan file Yaou can ski_p the Analysis Preparation ‘Wizard and go

@ directly to any of the analysiz procedures in the Complex 5 amples Option to analyze
your sample.

[ Cancel ] [ Help

The Analysis Preparation Wizard guides you through the steps for creating or
modifying an analysis plan for use with the various Complex Samples analysis
procedures. Before using the Wizard, you should have a sample drawn according to

a complex design.

21
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Creating a new plan is most useful when you do not have access to the sampling
plan file used to draw the sample (recall that the sampling plan contains a default
analysis plan). If you do have access to the sampling plan file used to draw the sample,
you can use the default analysis plan contained in the sampling plan file or override the
default analysis specifications and save your changes to a new file.

Creating a New Analysis Plan

>

From the menus choose:

Analyze
Complex Samples
Prepare for Analysis...

Select Create a plan file, and choose a plan filename to which you will save the analysis
plan.

Click Next to continue through the Wizard.

Specify the variable containing sample weights in the Design Variables step, optionally
defining strata and clusters.

You can now click Finish to save the plan.

Optionally, in further steps you can:
m  Select the method for estimating standard errors in the Estimation Method step.

m  Specify the number of units sampled or the inclusion probability per unit in the
Size step.

B Add a second or third stage to the design.

m  Paste your selections as command syntax.
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Analysis Preparation Wizard: Design Variables

Figure 3-2
Analysis Preparation Wizard, Design Variables step

Analysis Preparation Wizard

Stage 1: Desigh Wariablas

In thiz panel pou can select variables that define strata or clusters. A zample weight variable must be selected in the first stage.

You can also provide a label for the stage that will be uzed in the output.

welcome .
Stage 1 Wariables: Strata;
b Design Yariables fNumber of customer...
Estimation Method q":\bEustomer 1D [zustan. .. »
Summaryy fﬁ-‘«ge inyears [age]
Completion d:l Level of education [...
f“(ears with curent ... Clusters:
f‘(ears at current add... _Gﬁ Branch [branchi]
fHousehold Income ... >

fDebt to incorne ratia ..

& Credit card debtin th...

fﬂther debt in thousa...

& Previously defaulted .. Sample weight

& inclprob_s1 [inclprab... 4 & ffinalweight [finalweig...
finclprob_ﬂ finclprob. ..

Stage Label:

[ < Back ][ Mest » ][ Finizh ] [ Cancel ] [ Help ]

This step allows you to identify the stratification and clustering variables and define
sample weights. You can also provide a label for the stage.

Strata. The cross-classification of stratification variables defines distinct
subpopulations, or strata. Your total sample represents the combination of independent
samples from each stratum.

Clusters. Cluster variables define groups of observational units, or clusters. Samples
drawn in multiple stages select clusters in the earlier stages and then subsample units
from the selected clusters. When analyzing a data file obtained by sampling clusters
with replacement, you should include the duplication index as a cluster variable.

Sample Weight. You must provide sample weights in the first stage. Sample weights
are computed automatically for subsequent stages of the current design.
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Stage Label. You can specify an optional string label for each stage. This is used in the
output to help identify stagewise information.

Note: The source variable list has the same contents across steps of the Wizard. In
other words, variables removed from the source list in a particular step are removed
from the list in all steps. Variables returned to the source list show up in all steps.

Tree Controls for Navigating the Analysis Wizard

At the left side of each step of the Analysis Wizard is an outline of all the steps. You
can navigate the Wizard by clicking on the name of an enabled step in the outline.
Steps are enabled as long as all previous steps are valid—that is, as long as each
previous step has been given the minimum required specifications for that step. For
more information on why a given step may be invalid, see the Help for individual steps.
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Analysis Preparation Wizard: Estimation Method

Figure 3-3
Analysis Preparation Wizard, Estimation Method step

Analysis Preparation Wizard

Stage 1: Estimation Method
In thiz panel pou zelect a method for estimating standard errors.

The estimation method depends on assumptions about how the sample was drawn.

Welcome
@ Stage 1 “which of the following sample designs should be assumed for estimation?
Design Variables
P Estimation Methad ) .
iz () WH [zampling with replacement)

If you choose this option you will not be able to add additional stages. Any sample
stages after the current stage will be ignored when the data are analyzed.

The next panel will ask you ta specify inclusion probabilities or population sizes.

() Urequal WiOR [unequal probability zampling without replacement]

Joint probabilities will be required to analyze zample data. This option iz available in
stage 1 only.

<> = incomplete section

[ < Back ” Mest » l [ Cancel ] [ Help

This step allows you to specify an estimation method for the stage.

WR (sampling with replacement). WR estimation does not include a correction for
sampling from a finite population (FPC) when estimating the variance under the
complex sampling design. You can choose to include or exclude the FPC when
estimating the variance under simple random sampling (SRS).

Choosing not to include the FPC for SRS variance estimation is recommended when
the analysis weights have been scaled so that they do not add up to the population size.
The SRS variance estimate is used in computing statistics like the design effect. WR
estimation can be specified only in the final stage of a design; the Wizard will not allow
you to add another stage if you select WR estimation.
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Equal WOR (equal probability sampling without replacement). Equal WOR estimation
includes the finite population correction and assumes that units are sampled with equal
probability. Equal WOR can be specified in any stage of a design.

Unequal WOR (unequal probability sampling without replacement). In addition to using
the finite population correction, Unequal WOR accounts for sampling units (usually
clusters) selected with unequal probability. This estimation method is available only in
the first stage.

Analysis Preparation Wizard: Size

Figure 3-4
Analysis Preparation Wizard, Size step

Analysis Preparation Wizard

Stage 1: Size

In thiz panel pou specify inclusion probabilities or population sizes for the curent stage.

Y'ou can provide a zize that is fixed across strata or specify sizes on a per-stratum baziz.

welcome Wariables:

Stage 1 = ¥ . .
gDesign Varisblos & Mumber of customer Urits: | Inclugion Probabilities hd
Estimation Method %Customer 10 [custom. ..

b Size fﬂge in years [age]
Summary E[I Lewvel of education [... O v

Add Stage 2 f‘(ears with cument ...

Completion & Years at cunent add...

fHousehold income ...
fDebt to income ratio ..
& Credit card debtin th...
fﬂther debt in thousa...
@5 Previously defaulted ...
finclprob_ﬂ [inclprob... | finclprob_ﬂ [inclprab...

(*) Bead values from variable:

[ < Back ][ Mewt > ][ Firizh ] [ Cancel ] [ Help ]

This step is used to specify inclusion probabilities or population sizes for the current
stage. Sizes can be fixed or can vary across strata. For the purpose of specifying sizes,
clusters specified in previous stages can be used to define strata. Note that this step is
necessary only when Equal WOR is chosen as the Estimation Method.
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Units. You can specify exact population sizes or the probabilities with which units
were sampled.

m Value. A single value is applied to all strata. If Population Sizes is selected as the
unit metric, you should enter a non-negative integer. If Inclusion Probabilities is
selected, you should enter a value between 0 and 1, inclusive.

m  Unequal values for strata. Allows you to enter size values on a per-stratum basis via
the Define Unequal Sizes dialog box.

m  Read values from variable. Allows you to select a numeric variable that contains
size values for strata.

Define Unequal Sizes

Figure 3-5
Define Unequal Sizes dialog box

Define Unequal Sizes

Size Specifizations: Labels Yalues Ezclude:

county | Count |
_ 1 [Central 4
_ 2 |Eastern a3
_ 3 [Morthern 3
_ 4 |Southern 4
_ 3 |Western 3 4
_5
7
5
9 |

Refresh Strata l
’ Continue ] [ Cancel ] [ Help ]

The Define Unequal Sizes dialog box allows you to enter sizes on a per-stratum basis.

Size Specifications grid. The grid displays the cross-classifications of up to five strata
or cluster variables—one stratum/cluster combination per row. Eligible grid variables
include all stratification variables from the current and previous stages and all cluster
variables from previous stages. Variables can be reordered within the grid or moved to
the Exclude list. Enter sizes in the rightmost column. Click Labels or Values to toggle
the display of value labels and data values for stratification and cluster variables in
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the grid cells. Cells that contain unlabeled values always show values. Click Refresh

Strata to repopulate the grid with each combination of labeled data values for variables
in the grid.

Exclude. To specify sizes for a subset of stratum/cluster combinations, move one or
more variables to the Exclude list. These variables are not used to define sample sizes.

Analysis Preparation Wizard: Plan Summary

Figure 3-6
Analysis Preparation Wizard, Plan Summary step

Analysis Preparation Wizard

Stage 1: Plan Summary
Thiz panel summarizes the plan o far. You can add another stage to the plan.

If you choose not to add a stage the next panel iz the Completion panel.

Welcome
Summary:
Stage 1
Desicn Varisblzs Stage |Label | Strat= Clusters  |weights  |Size | Methad
Estimation Method 1 (Maone) branch finslweight  |(Read from | Egusl WiC
Size inclprob_s1)
» Summary
Add Stage 2
Completion
£ >

File: c:\bankloan. czaplan

[0 you want ko add stage 27

; (O Mo, do not add another stage now
Choosze this option if the Chooze this option if thiz iz the

sample contains another last stage of the zample.
stage.
[ < Back ” Mewt > ] [ Cancel ] [ Help ]

This is the last step within each stage, providing a summary of the analysis design
specifications through the current stage. From here, you can either proceed to the next
stage (creating it if necessary) or save the analysis specifications.

If you cannot add another stage, it is likely because:

B No cluster variable was specified in the Design Variables step.
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B You selected WR estimation in the Estimation Method step.

m  This is the third stage of the analysis, and the Wizard supports a maximum of
three stages.

Analysis Preparation Wizard: Finish

Figure 3-7
Analysis Preparation Wizard, Finish step

Analysis Preparation Wizard

Completing the Analyzis Wizard
‘¥ou have provided all of the information needed ta create a plan.

‘f'ou can use the plan file in any Complex Samples analysis procedure when you are ready to analyze the data.

welcome

Stage 1
Design variables
Estimation Method
Size R R R L R R
Surnmary

Add Stage 2

P Completion

what da you want to do?

() Paste the syntax generated by the “izard inko & synta window

Ta close this wizard, click Finish.

I Firizh ] [ Cancel ] [ Help

This is the final step. You can save the plan file now or paste your selections to
a syntax window.

When making changes to stages in the existing plan file, you can save the edited
plan to a new file or overwrite the existing file. When adding stages without making
changes to existing stages, the Wizard automatically overwrites the existing plan file.
If you want to save the plan to a new file, choose to Paste the syntax generated by the
Wizard into a syntax window and change the filename in the syntax commands.
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Modifying an Existing Analysis Plan

» From the menus choose:

Analyze
Complex Samples
Prepare for Analysis...

» Select Edit a plan file, and choose a plan filename to which you will save the analysis
plan.

» Click Next to continue through the Wizard.

» Review the analysis plan in the Plan Summary step, and then click Next.

Subsequent steps are largely the same as for a new design. For more information,
see the Help for individual steps.

» Navigate to the Finish step, and specify a new name for the edited plan file, or choose
to overwrite the existing plan file.

Optionally, you can remove stages from the plan.
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Analysis Preparation Wizard: Plan Summary
Figure 3-8
Analysis Preparation Wizard, Plan Summary step

Analysis Preparation Wizard

Plan Summary

This panel summarizes the plan. You can delete stages before proceeding,

Surnmary:

Stage 1 Stage |Label |Strata Clusters Weights |Size
Design Yariables 1 (Mane) branch finalweight | (Read from
Estimation Method inclprob_s1)
Size 2 (Mone) (Read from | Ecqual WiC
Summary inclprob_s2)

Stage 2
Design Yariables <
Estimation Method
Size

| Method
Ecjual Wi

>
File: bankloan.ceaplan
Summnary

Add Stage 3
Campletion

[ Bemove stages from the plar;

Stages: |2 £V

[ < Back ” Mest » l[ Finizh ] [ Cancel ] [ Help ]

This step allows you to review the analysis plan and remove stages from the plan.

Remove Stages. You can remove stages 2 and 3 from a multistage design. Since a plan
must have at least one stage, you can edit but not remove stage 1 from the design.
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Complex Samples analysis procedures require analysis specifications from an analysis
or sample plan file in order to provide valid results.

Figure 4-1
Complex Samples Plan dialog box
Complex Samples Plan
Flan
Eile: | nhis2000_subset, csaplan

If vwou do not have a plan file For your comples: sample vou can use
the Ainalvsis Preparation YWizard to create one, Choose Prepare For
Analysis From the Complex Samples menu to access the wizard.

Joint Probabilities

Joint probabilities are required if the plan requests unequal probability
WWOR estimation, Otherwise they are ignored,

() Use: default file { nhis2000_subset, 5av)

() An open datasst

() Custom file

I Continue H Cancel ” Help ]

Plan. Specify the path of an analysis or sample plan file.

32
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Joint Probabilities. In order to use Unequal WOR estimation for clusters drawn using a
PPS WOR method, you need to specify a separate file or an open dataset containing

the joint probabilities. This file or dataset is created by the Sampling Wizard during
sampling.
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>

>

>

The Complex Samples Frequencies procedure produces frequency tables for selected
variables and displays univariate statistics. Optionally, you can request statistics by
subgroups, defined by one or more categorical variables.

Example. Using the Complex Samples Frequencies procedure, you can obtain
univariate tabular statistics for vitamin usage among U.S. citizens, based on the results
of the National Health Interview Survey (NHIS) and with an appropriate analysis plan
for this public-use data.

Statistics. The procedure produces estimates of cell population sizes and table
percentages, plus standard errors, confidence intervals, coefficients of variation, design
effects, square roots of design effects, cumulative values, and unweighted counts for
each estimate. Additionally, chi-square and likelihood-ratio statistics are computed for
the test of equal cell proportions.

Data. Variables for which frequency tables are produced should be categorical.
Subpopulation variables can be string or numeric but should be categorical.

Assumptions. The cases in the data file represent a sample from a complex design that
should be analyzed according to the specifications in the file selected in the Complex
Samples Plan dialog box.

Obtaining Complex Samples Frequencies
From the menus choose:
Analyze

Complex Samples
Frequencies...

Select a plan file. Optionally, select a custom joint probabilities file.

Click Continue.

34
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Figure 5-1
Frequencies dialog box

£ Complex Samples Plan for Frequencies Analysis

YWariahles: Frequency Tables:

& Straturn for variance . & vitamin/mineral supplmn... Statistics..

& PSU forvariance esti.. T
& Sex [5EX]

2 s voc 7

¥ Region [REGION]

& Smoking frequency [...

& Take any multi-vitami...
f Take herbal supplem...
& Frequigorous activity ...
& Freq moderate activit.. Subpopulations:

& Freq strangth activity .. @_AQE category [age_cat]
f Cesirable Body Weig...

& Daily activities, maovin...

& Daily activities, lifling ..

Each combhbination of categories
defines a subpopulation.

I QK J[ Baste ” Eeset ” Cancel ” Help

» Select at least one frequency variable.

Optionally, you can specify variables to define subpopulations. Statistics are computed
separately for each subpopulation.
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Complex Samples Frequencies Statistics

Figure 5-2
Frequencies Statistics dialog box

B Complex Samples Frequencies: Statistics
Cells
[ ] Table parcent
Statistics
[v] Standard error [] Unweeighted count
[ canfidence interval [] Design effect

[ Sguare root of design effect

[] Coefiicient of variation [] Cumulative values

[[] Test of equal cell propartions

| contrue || cancet ||  Hew |

Cells. This group allows you to request estimates of the cell population sizes and
table percentages.

Statistics. This group produces statistics associated with the population size or table

percentage.

m  Standard error. The standard error of the estimate.

m  Confidence interval. A confidence interval for the estimate, using the specified level.

m Coefficient of variation. The ratio of the standard error of the estimate to the
estimate.
Unweighted count. The number of units used to compute the estimate.
Design effect. The ratio of the variance of the estimate to the variance obtained
by assuming that the sample is a simple random sample. This is a measure of
the effect of specifying a complex design, where values further from 1 indicate
greater effects.

m  Square root of design effect. This is a measure of the effect of specifying a complex
design, where values further from 1 indicate greater effects.

®  Cumulative values. The cumulative estimate through each value of the variable.
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Test of equal cell proportions. This produces chi-square and likelihood-ratio tests of
the hypothesis that the categories of a variable have equal frequencies. Separate tests

are performed for each variable.

Complex Samples Missing Values

Figure 5-3
Missing Values dialog box

A Complex Samples: Missing Yalues

Tahles

(5)|LUse all available data (table-by-tahle deletion)]

Categorical Design Variables
(2) Usermissing values are invalid

) Usermissing values are valid

are excluded frorn the analysis .

() Use consistent case base (listwise deletion)

Cases with invalid data for any categorical design variable

| Continue J| Cancel ||

Help

Tables. This group determines which cases are used in the analysis.

m Use all available data. Missing values are determined on a table-by-table
basis. Thus, the cases used to compute statistics may vary across frequency or

crosstabulation tables.

m  Use consistent case base. Missing values are determined across all variables. Thus,
the cases used to compute statistics are consistent across tables.

Categorical Design Variables. This group determines whether user-missing values

are valid or invalid.
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Complex Samples Options

Figure 5-4
Options dialog box

B Complex Samples: Options

Subpopulation Display
(=) a1 in the same tahle

() Eachin a separate table

| CDntinueJ| Cancel || Help |

Subpopulation Display. You can choose to have subpopulations displayed in the same
table or in separate tables.
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Complex Samples Descriptives

>

>

>

The Complex Samples Descriptives procedure displays univariate summary statistics
for several variables. Optionally, you can request statistics by subgroups, defined by
one or more categorical variables.

Example. Using the Complex Samples Descriptives procedure, you can obtain
univariate descriptive statistics for the activity levels of U.S. citizens, based on the
results of the National Health Interview Survey (NHIS) and with an appropriate
analysis plan for this public-use data.

Statistics. The procedure produces means and sums, plus t tests, standard errors,
confidence intervals, coefficients of variation, unweighted counts, population sizes,
design effects, and square roots of design effects for each estimate.

Data. Mecasures should be scale variables. Subpopulation variables can be string or
numeric but should be categorical.

Assumptions. The cases in the data file represent a sample from a complex design that
should be analyzed according to the specifications in the file selected in the Complex
Samples Plan dialog box.

Obtaining Complex Samples Descriptives

From the menus choose:

Analyze
Complex Samples
Descriptives...

Select a plan file. Optionally, select a custom joint probabilities file.
Click Continue.
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Figure 6-1
Descriptives dialog box

£ Complex Samples Descriptives

YWariahles: Measures:

& Straturn for variance .. & Fregvigorous activity tim...
& PSU forvariance esti.. & Freq moderate a.cﬁvitv_(ti...
Qf Sex [SEX] ﬁ Freq strength activity itim..

¥ Region [REGION] &

& Smoking frequency [...

& YWitaminimineral supp...
f Take ary multi-vitami...
& Take herbal supplem...
¥ Desirable Body Weig... Subpopulations:

& Daily activities, maovin... @_AQE category [age_cat]

& Daily actiities, liting .

Each combhbination of categories
defines a subpopulation.

I [6]%4 J[ Baste ” Eeset ” Cancel ” Help

» Select at least one measure variable.

Optionally, you can specify variables to define subpopulations. Statistics are computed
separately for each subpopulation.
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Complex Samples Descriptives Statistics

Figure 6-2
Descriptives Statistics dialog box

E Complex Samples Descriptives: Statistics
Summaries
Mean [ 8um
[ ttest
Statistics
Standard errar [ Unweighted count
Caonfidence interval [ Population size
Level (%): [ ] Design effect
[] Coefiicient of variation [] sguare root of design effect
| Continue ” Cancel || Help |

Summaries. This group allows you to request estimates of the means and sums of
the measure variables. Additionally, you can request t tests of the estimates against
a specified value.

Statistics. This group produces statistics associated with the mean or sum.

Standard error. The standard error of the estimate.
Confidence interval. A confidence interval for the estimate, using the specified level.

Coefficient of variation. The ratio of the standard error of the estimate to the
estimate.

Unweighted count. The number of units used to compute the estimate.
Population size. The estimated number of units in the population.

Design effect. The ratio of the variance of the estimate to the variance obtained
by assuming that the sample is a simple random sample. This is a measure of
the effect of specifying a complex design, where values further from 1 indicate
greater effects.

Square root of design effect. This is a measure of the effect of specifying a complex
design, where values further from 1 indicate greater effects.
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Complex Samples Descriptives Missing Values

Figure 6-3
Descriptives Missing Values dialog box

B Complex Samples Descriptives: Missing Yalues

Statistics for Measure Variables

O] |Use all available data {Yariable-hy-variahle deletian)|

(_) Ensure consistent case base (listwise deletion)

Categorical Design Variables
(2) User-missing value are jnvalid
() User-missing value are valid

Cases with invalid data for any categorical design variable
are excluded from the analysis.

| Continue J| Cancel || Help |

Statistics for Measure Variables. This group determines which cases are used in the
analysis.

m  Use all available data. Missing values are determined on a variable-by-variable
basis, thus the cases used to compute statistics may vary across measure variables.

®m  Ensure consistent case base. Missing values are determined across all variables,
thus the cases used to compute statistics are consistent.

Categorical Design Variables. This group determines whether user-missing values
are valid or invalid.
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Complex Samples Options

Figure 6-4
Options dialog box

B Complex Samples: Options

Subpopulation Display
(=) a1 in the same tahle

() Eachin a separate table

| CDntinueJ| Cancel || Help |

Subpopulation Display. You can choose to have subpopulations displayed in the same
table or in separate tables.
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Complex Samples Crosstabs

>

>

The Complex Samples Crosstabs procedure produces crosstabulation tables for pairs
of selected variables and displays two-way statistics. Optionally, you can request
statistics by subgroups, defined by one or more categorical variables.

Example. Using the Complex Samples Crosstabs procedure, you can obtain
cross-classification statistics for smoking frequency by vitamin usage of U.S. citizens,
based on the results of the National Health Interview Survey (NHIS) and with an
appropriate analysis plan for this public-use data.

Statistics. The procedure produces estimates of cell population sizes and row, column,
and table percentages, plus standard errors, confidence intervals, coefficients of
variation, expected values, design effects, square roots of design effects, residuals,
adjusted residuals, and unweighted counts for each estimate. The odds ratio, relative
risk, and risk difference are computed for 2-by-2 tables. Additionally, Pearson and
likelihood-ratio statistics are computed for the test of independence of the row and
column variables.

Data. Row and column variables should be categorical. Subpopulation variables can be
string or numeric but should be categorical.

Assumptions. The cases in the data file represent a sample from a complex design that
should be analyzed according to the specifications in the file selected in the Complex
Samples Plan dialog box.

Obtaining Complex Samples Crosstabs
From the menus choose:
Analyze

Complex Samples
Crosstabs...

Select a plan file. Optionally, select a custom joint probabilities file.
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Complex Samples Crosstabs

» Click Continue.

Figure 7-1
Crosstabs dialog box

£ Complex Samples Crosstabs

Yariahles:

&b Region [regior] |~ Rows: Statistics...

& Prgvi_nce [_pm_"i”cel & Newspaper subscription . T —
&b District [district]

. civiow
& Subdivision [subdi..
&5 Unit [unit]

& Age inyears [age]  |o=
f Marital status [mar...
f vears atcurrent a...
& Househald incom...
gg’ Price of primary ve. . -y
gl Prirary vehicle pri...
& Level of education ..
gg’ Years with current
& Refired [retire] Subpopulations:

;[I ears with current .. Income category in thous...
f Jaoh satisfaction [io...
& Gender [ender]

& Number of people ...
f Wireless semvice [
& Multiple linas [mult._ [~

Column:
|eg¢ Response [response] |

Each combination of categories
defines a subpopulation.

I (]9 J[ Faste ” Reset ” Cancel ” Help ]

» Select at least one row variable and one column variable.

Optionally, you can specify variables to define subpopulations. Statistics are computed
separately for each subpopulation.
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Complex Samples Crosstabs Statistics

Figure 7-2
Crosstabs Statistics dialog box

A Complex Samples Crosstabs: Statistics

[] Test of independence of rowes and calumns

Cells

Fopulation size| [ | Column percent

[ Row percent [ | Tahle percent

Statistics
[v] Standard errar [] Unweighted count
[l Confidence interval [ ] Design effect
[] Sguare root of design effect
[ Coefiicient of variation

Summaries for 2-by-2 Tahles

[] 0dds ratin [ ] Risk difference
[ Relative risk

| Continue J| Cancel || Help |

Cells. This group allows you to request estimates of the cell population size and row,
column, and table percentages.

Statistics. This group produces statistics associated with the population size and row,
column, and table percentages.

Standard error. The standard error of the estimate.
Confidence interval. A confidence interval for the estimate, using the specified level.

Coefficient of variation. The ratio of the standard error of the estimate to the
estimate.

Expected values. The expected value of the estimate, under the hypothesis of
independence of the row and column variable.

Unweighted count. The number of units used to compute the estimate.
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Design effect. The ratio of the variance of the estimate to the variance obtained
by assuming that the sample is a simple random sample. This is a measure of

the effect of specifying a complex design, where values further from 1 indicate
greater effects.

Square root of design effect. This is a measure of the effect of specifying a complex
design, where values further from 1 indicate greater effects.

Residuals. The expected value is the number of cases that you would expect in the
cell if there were no relationship between the two variables. A positive residual
indicates that there are more cases in the cell than there would be if the row and
column variables were independent.

Adjusted residuals. The residual for a cell (observed minus expected value)
divided by an estimate of its standard error. The resulting standardized residual is
expressed in standard deviation units above or below the mean.

Summaries for 2-by-2 Tables. This group produces statistics for tables in which the row
and column variable each have two categories. Each is a measure of the strength of the
association between the presence of a factor and the occurrence of an event.

Odds ratio. The odds ratio can be used as an estimate of relative risk when the
occurrence of the factor is rare.

Relative risk. The ratio of the risk of an event in the presence of the factor to the
risk of the event in the absence of the factor.

Risk difference. The difference between the risk of an event in the presence of the
factor and the risk of the event in the absence of the factor.

Test of independence of rows and columns. This produces chi-square and likelihood-ratio
tests of the hypothesis that a row and column variable are independent. Separate tests
are performed for each pair of variables.
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Complex Samples Missing Values

Figure 7-3
Missing Values dialog box

A Complex Samples: Missing Yalues

Tahles

(5)|LUse all available data (table-by-tahle deletion)]

() Use consistent case base (listwise deletion)

Categorical Design Variables
(3) Usermissing values are invalid
) Usermissing values are valid

Cases with invalid data for any categorical design variable
are excluded frorn the analysis .

| Continue J| Cancel || Help |

Tables. This group determines which cases are used in the analysis.

m Use all available data. Missing values are determined on a table-by-table
basis. Thus, the cases used to compute statistics may vary across frequency or
crosstabulation tables.

m Use consistent case base. Missing values are determined across all variables. Thus,
the cases used to compute statistics are consistent across tables.

Categorical Design Variables. This group determines whether user-missing values
are valid or invalid.
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Complex Samples Options

Figure 7-4
Options dialog box

B Complex Samples: Options

Subpopulation Display
(=) a1 in the same tahle

() Eachin a separate table

| CDntinueJ| Cancel || Help |

Subpopulation Display. You can choose to have subpopulations displayed in the same
table or in separate tables.
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Complex Samples Ratios

>

>

>

The Complex Samples Ratios procedure displays univariate summary statistics for
ratios of variables. Optionally, you can request statistics by subgroups, defined by one
or more categorical variables.

Example. Using the Complex Samples Ratios procedure, you can obtain descriptive
statistics for the ratio of current property value to last assessed value, based on the
results of a statewide survey carried out according to a complex design and with an
appropriate analysis plan for the data.

Statistics. The procedure produces ratio estimates, t tests, standard errors, confidence
intervals, coefficients of variation, unweighted counts, population sizes, design effects,
and square roots of design effects.

Data. Numerators and denominators should be positive-valued scale variables.
Subpopulation variables can be string or numeric but should be categorical.

Assumptions. The cases in the data file represent a sample from a complex design that
should be analyzed according to the specifications in the file selected in the Complex
Samples Plan dialog box.

Obtaining Complex Samples Ratios

From the menus choose:

Analyze
Complex Samples
Ratios...

Select a plan file. Optionally, select a custom joint probabilities file.
Click Continue.
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Figure 8-1
Ratios dialog box

B Complex Samples Ratios

Yariahles:

&5 Praperty 1D [aropid] Mumerators: Statistics. .
& Meighborhood [nbrho. . & Curentvalue [curnvall
&b Township [tovm] =

& Years since last appr...
&5 Inclusion (Selection) ..
&b Curnulative Samplin... -
&5 Cumulative Samplin... ‘ - |

Denominatar,
Lf Yalue at last appraisal [Ia...|

Subpopulations:
County [county]

Each combination of categories
defines a subpopulation.

I (]9 J[ Faste ” Reset ” Cancel ” Help ]

» Select at least one numerator variable and denominator variable.

Optionally, you can specify variables to define subgroups for which statistics are
produced.
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Complex Samples Ratios Statistics

Figure 8-2
Ratios Statistics dialog box

B Complex Samples Ratios: Statistics
Statistics
Standard error Unweighted count
Confidence interval Population size

Lewve| (%) [] Design effect

[] Coefficient of variation [ Sguare root of design effect

[v] ttest Testwvalue:
|J| Cancel || Help

Statistics. This group produces statistics associated with the ratio estimate.

Standard error. The standard error of the estimate.
Confidence interval. A confidence interval for the estimate, using the specified level.

Coefficient of variation. The ratio of the standard error of the estimate to the
estimate.

Unweighted count. The number of units used to compute the estimate.
Population size. The estimated number of units in the population.

Design effect. The ratio of the variance of the estimate to the variance obtained
by assuming that the sample is a simple random sample. This is a measure of

the effect of specifying a complex design, where values further from 1 indicate
greater effects.

Square root of design effect. This is a measure of the effect of specifying a complex
design, where values further from 1 indicate greater effects.

T test. You can request t tests of the estimates against a specified value.
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Complex Samples Ratios Missing Values

Figure 8-3
Ratios Missing Values dialog box

| Complex Samples Ratios: Missing Yalues

Ratios

(®)[Use all available data (ratio-beratio deletion)]

(") Ensure consistent case base (listwise deletion)

Categorical Design Variables
(3) User-missing values are invalid
() Usermissing values are yalid

Cases with invalid data for any categorical desian variahle
are excluded from the analysis.

| contnue || cancet || Hew |

Ratios. This group determines which cases are used in the analysis.

m  Use all available data. Missing values are determined on a ratio-by-ratio basis.
Thus, the cases used to compute statistics may vary across numerator-denominator
pairs.

|

Ensure consistent case base. Missing values are determined across all variables.
Thus, the cases used to compute statistics are consistent.

Categorical Design Variables. This group determines whether user-missing values
are valid or invalid.
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Complex Samples Options

Figure 8-4
Options dialog box

B Complex Samples: Options

Subpopulation Display
(=) a1 in the same tahle

() Eachin a separate table

| CDntinueJ| Cancel || Help |

Subpopulation Display. You can choose to have subpopulations displayed in the same
table or in separate tables.
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Complex Samples General Linear
Model

The Complex Samples General Linear Model (CSGLM) procedure performs linear
regression analysis, as well as analysis of variance and covariance, for samples
drawn by complex sampling methods. Optionally, you can request analyses for a
subpopulation.

Example. A grocery store chain surveyed a set of customers concerning their
purchasing habits, according to a complex design. Given the survey results and
how much each customer spent in the previous month, the store wants to see if the
frequency with which customers shop is related to the amount they spend in a month,
controlling for the gender of the customer and incorporating the sampling design.

Statistics. The procedure produces estimates, standard errors, confidence intervals,

t tests, design effects, and square roots of design effects for model parameters, as
well as the correlations and covariances between parameter estimates. Measures of
model fit and descriptive statistics for the dependent and independent variables are also
available. Additionally, you can request estimated marginal means for levels of model
factors and factor interactions.

Data. The dependent variable is quantitative. Factors are categorical. Covariates
are quantitative variables that are related to the dependent variable. Subpopulation
variables can be string or numeric but should be categorical.

Assumptions. The cases in the data file represent a sample from a complex design that
should be analyzed according to the specifications in the file selected in the Complex
Samples Plan dialog box.
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Obtaining a Complex Samples General Linear Model

From the menus choose:

Analyze
Complex Samples
General Linear Model...

» Select a plan file. Optionally, select a custom joint probabilities file.

» Click Continue.

Figure 9-1
General Linear Model dialog box
Complex Samples General Linear Model

Variables: Dependent Yariable;
&)Stole 1D [storeid] } | &Amounl spent [amts... | [ Muodel... ]
&) Health food store [hit... —
d:lSize of store [size] Factors: Statistics...
&b Stare organization [o... &)Who shopping for [s...
& Number of customer... a5 Usge coupons [useco... =
&) Cuztomer 1D [custid] 4
&) Gender [gender]
&)Vegelarian [weq] - =
&) Shopping style [style] Covanates: [ Options... ]

@& Inclugion [Selection] ...
f Cumulabive Sampling...

ftumulalive Sampling... 4
Subpopulation
Yariable:
>
Cateqgory:

[ (0]8 H Paste ” FRezet ” Cancel ” Help ]

» Select a dependent variable.



57

Complex Samples General Linear Model

Optionally, you can:
m  Select variables for factors and covariates, as appropriate for your data.

m  Specify a variable to define a subpopulation. The analysis is performed only for
the selected category of the subpopulation variable.

Figure 9-2
Model dialog box

Complex Samples General Linear Model: Model

Specify Model Effects

) Main effects
(%) Custom

Factors and Covarniates: Model:

Iﬂ shopfor . shopkor rs
I usamoup Build Term(z) Usecoup
shopforusecoup

4 -

Dype:

Interaction |

v

Mested Term

Termm:

|ntercept
Inglude in mode!
Dizplay statistics

[ Continue H Cancel ” Help ]

Specify Model Effects. By default, the procedure builds a main-effects model using the
factors and covariates specified in the main dialog box. Alternatively, you can build a
custom model that includes interaction effects and nested terms.
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Non-Nested Terms

For the selected factors and covariates:

Interaction. Creates the highest-level interaction term for all selected variables.
Main effects. Creates a main-effects term for each variable selected.

All 2-way. Creates all possible two-way interactions of the selected variables.
All 3-way. Creates all possible three-way interactions of the selected variables.
All 4-way. Creates all possible four-way interactions of the selected variables.

All 5-way. Creates all possible five-way interactions of the selected variables.

Nested Terms

You can build nested terms for your model in this procedure. Nested terms are useful
for modeling the effect of a factor or covariate whose values do not interact with the
levels of another factor. For example, a grocery store chain may follow the spending
habits of its customers at several store locations. Since each customer frequents only
one of these locations, the Customer effect can be said to be nested within the Store
location effect.
Additionally, you can include interaction effects, such as polynomial terms

involving the same covariate, or add multiple levels of nesting to the nested term.

Limitations. Nested terms have the following restrictions:

m  All factors within an interaction must be unique. Thus, if A is a factor, then
specifying A*A is invalid.

m  All factors within a nested effect must be unique. Thus, if A is a factor, then
specifying A(A) is invalid.

® No effect can be nested within a covariate. Thus, if A is a factor and X is a
covariate, then specifying A(X) is invalid.

Intercept. The intercept is usually included in the model. If you can assume the data
pass through the origin, you can exclude the intercept. Even if you include the intercept
in the model, you can choose to suppress statistics related to it.



59

Complex Samples General Linear Model

Complex Samples General Linear Model Statistics

Figure 9-3
General Linear Model Statistics dialog box

Complex Samples General Linear Model: Statistics
Model Parameters
Eztimate [] Covaniances of parameter estimates
Standard emor [] Comelations of parameter estimates
Confidence interval
[ ttest [ Square root of design sffect
odel fit

Population means of dependent vanable and covanates

Sample design information

[ Continue H Cahcel H Help ]

Model Parameters. This group allows you to control the display of statistics related
to the model parameters.

m Estimate. Displays estimates of the coefficients.
m  Standard error. Displays the standard error for each coefficient estimate.

m Confidence interval. Displays a confidence interval for each coefficient estimate.
The confidence level for the interval is set in the Options dialog box.

m Ttest. Displays a t test of each coefficient estimate. The null hypothesis for each
test is that the value of the coefficient is 0.

m Covariances of parameter estimates. Displays an estimate of the covariance matrix
for the model coefficients.

m Correlations of parameter estimates. Displays an estimate of the correlation matrix
for the model coefficients.
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m Design effect. The ratio of the variance of the estimate to the variance obtained
by assuming that the sample is a simple random sample. This is a measure of
the effect of specifying a complex design, where values further from 1 indicate
greater effects.

m  Square root of design effect. This is a measure of the effect of specifying a complex
design, where values further from 1 indicate greater effects.

Model fit. Displays R? and root mean squared error statistics.

Population means of dependent variable and covariates. Displays summary information
about the dependent variable, covariates, and factors.

Sample design information. Displays summary information about the sample, including
the unweighted count and the population size.

Complex Samples Hypothesis Tests

Figure 9-4
Hypothesis Tests dialog box

Complex Samples: Hypothesis Tests
Test Statistic Sampling Degrees of Freedom
®‘E‘ (¥) Based on sample design
() Adjusted F _
() Chi-square O Fieed
() Adjusted Chi-square
Adjuzstment for Multiple Comparizons
(%) Least significant differsnce
() Sequential Sidak
() Seguential Bonferrani
(O Sidak
() Bonfermoni
I Conhtiriue ] ’ Caticel ] [ Help ]

Test Statistic. This group allows you to select the type of statistic used for testing
hypotheses. You can choose between F, adjusted F, chi-square, and adjusted
chi-square.
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Sampling Degrees of Freedom. This group gives you control over the sampling design
degrees of freedom used to compute p values for all test statistics. If based on the
sampling design, the value is the difference between the number of primary sampling
units and the number of strata in the first stage of sampling. Alternatively, you can set
a custom degrees of freedom by specifying a positive integer.

Adjustment for Multiple Comparisons. When performing hypothesis tests with multiple
contrasts, the overall significance level can be adjusted from the significance levels for
the included contrasts. This group allows you to choose the adjustment method.

Least significant difference. This method does not control the overall probability
of rejecting the hypotheses that some linear contrasts are different from the null
hypothesis values.

Sequential Sidak. This is a sequentially step-down rejective Sidak procedure that is
much less conservative in terms of rejecting individual hypotheses but maintains
the same overall significance level.

Sequential Bonferroni. This is a sequentially step-down rejective Bonferroni
procedure that is much less conservative in terms of rejecting individual
hypotheses but maintains the same overall significance level.

Sidak. This method provides tighter bounds than the Bonferroni approach.

Bonferroni. This method adjusts the observed significance level for the fact that
multiple contrasts are being tested.
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Complex Samples General Linear Model Estimated Means

Figure 9-5
General Linear Model Estimated Means dialog box

Complex Samples General Linear Model: Estimated Means
Factars and Interactions: Dizplay Means Far:

shopfor Term Contrast Reference Category |

ulfleCfDUE shoptar Simple 3

shopforusecoup VEETE Simple: =

shopfor*usecap 1 Mo
2 From newspaper
4 3 From mailings

4 From hath

] Display mean for overall population

I Conhtiriue H Caticel ” Help ]

The Estimated Means dialog box allows you to display the model-estimated marginal
means for levels of factors and factor interactions specified in the Model subdialog
box. You can also request that the overall population mean be displayed.

Term. Estimated means are computed for the selected factors and factor interactions.

Contrast. The contrast determines how hypothesis tests are set up to compare the
estimated means.

m  Simple. Compares the mean of each level to the mean of a specified level. This
type of contrast is useful when there is a control group.

m Deviation. Compares the mean of each level (except a reference category) to the
mean of all of the levels (grand mean). The levels of the factor can be in any order.

m Difference. Compares the mean of each level (except the first) to the mean of
previous levels. They are sometimes called reverse Helmert contrasts.

m  Helmert. Compares the mean of each level of the factor (except the last) to the
mean of subsequent levels.
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m  Repeated. Compares the mean of each level (except the last) to the mean of the
subsequent level.

m  Polynomial. Compares the linear effect, quadratic effect, cubic effect, and so on.
The first degree of freedom contains the linear effect across all categories; the
second degree of freedom, the quadratic effect; and so on. These contrasts are
often used to estimate polynomial trends.

Reference Category. The simple and deviation contrasts require a reference category
or factor level against which the others are compared.

Complex Samples General Linear Model Save

Figure 9-6
General Linear Model Save dialog box

Complex Samples General Linear Model: Save

Save Wanables

[ Predicted Yalues

[ Besiduals

Ewxport Model az SPSS Data

Eile: Browsze...

(%) Parameter estimates and covariance matrix

() Parameter estimates and comelation matrix

Export Model az =L

File: Browvesze. ..

(#) Parameter estimates and covariance matrix

() Parameter estimates only

Continue H Cancel ][ Help ]

Save Variables. This group allows you to save the model predicted values and residuals
as new variables in the working file.
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Export model as SPSS Statistics data. Writes an SPSS Statistics dataset containing the
parameter correlation or covariance matrix with parameter estimates, standard errors,
significance values, and degrees of freedom. The order of variables in the matrix
file is as follows.

rowtype_. Takes values (and value labels), COV (Covariances), CORR
(Correlations), EST (Parameter estimates), SE (Standard errors), SIG (Significance
levels), and DF (Sampling design degrees of freedom). There is a separate case
with row type COV (or CORR) for each model parameter, plus a separate case for
each of the other row types.

varname_. Takes values P1, P2, ..., corresponding to an ordered list of all model
parameters, for row types COV or CORR, with value labels corresponding to the
parameter strings shown in the parameter estimates table. The cells are blank for
other row types.

P1, P2, ... These variables correspond to an ordered list of all model parameters,
with variable labels corresponding to the parameter strings shown in the
parameter estimates table, and take values according to the row type. For
redundant parameters, all covariances are set to zero; correlations are set to the
system-missing value; all parameter estimates are set at zero; and all standard
errors, significance levels, and residual degrees of freedom are set to the
system-missing value.

Note: This file is not immediately usable for further analyses in other procedures that
read a matrix file unless those procedures accept all the row types exported here.

Export Model as XML. Saves the parameter estimates and the parameter covariance
matrix, if selected, in XML (PMML) format. SmartScore and SPSS Statistics Server
(a separate product) can use this model file to apply the model information to other
data files for scoring purposes.
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Complex Samples General Linear Model Options

Figure 9-7
General Linear Model Options dialog box

Complex Samples General Linear Model: Opti...

Uzer-Miszing Walues

(%) Treat as invalid

() Treat as walid

Thiz setting applies to factors, subpopulation wvanables,
and categoncal design vaniables.

LConfidence Interval(%): | 495

[ Cottiriuie H Caticel ” Help ]

User-Missing Values. All design variables, as well as the dependent variable and any
covariates, must have valid data. Cases with invalid data for any of these variables are
deleted from the analysis. These controls allow you to decide whether user-missing
values are treated as valid among the strata, cluster, subpopulation, and factor variables.

Confidence Interval. This is the confidence interval level for coefficient estimates and
estimated marginal means. Specify a value greater than or equal to 50 and less than 100.

CSGLM Command Additional Features

The command syntax language also allows you to:

Specify custom tests of effects versus a linear combination of effects or a value
(using the cusTOM subcommand).

Fix covariates at values other than their means when computing estimated marginal
means (using the EMMEANS subcommand).

Specify a metric for polynomial contrasts (using the EMMEANS subcommand).

Specify a tolerance value for checking singularity (using the CRITERIA
subcommand).

Create user-specified names for saved variables (using the SAVE subcommand).

Produce a general estimable function table (using the PRINT subcommand).
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See the Command Syntax Reference for complete syntax information.
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Complex Samples Logistic
Regression

The Complex Samples Logistic Regression procedure performs logistic regression
analysis on a binary or multinomial dependent variable for samples drawn by complex
sampling methods. Optionally, you can request analyses for a subpopulation.

Example. A loan officer has collected past records of customers given loans at several
different branches, according to a complex design. While incorporating the sample
design, the officer wants to see if the probability with which a customer defaults is
related to age, employment history, and amount of credit debt.

Statistics. The procedure produces estimates, exponentiated estimates, standard errors,
confidence intervals, t tests, design effects, and square roots of design effects for model
parameters, as well as the correlations and covariances between parameter estimates.
Pseudo R? statistics, classification tables, and descriptive statistics for the dependent
and independent variables are also available.

Data. The dependent variable is categorical. Factors are categorical. Covariates
are quantitative variables that are related to the dependent variable. Subpopulation
variables can be string or numeric but should be categorical.

Assumptions. The cases in the data file represent a sample from a complex design that
should be analyzed according to the specifications in the file selected in the Complex
Samples Plan dialog box.

Obtaining Complex Samples Logistic Regression

From the menus choose:

Analyze
Complex Samples
Logistic Regression...
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» Select a plan file. Optionally, select a custom joint probabilities file.

» Click Continue.

Figure 10-1
Logistic Regression dialog box
Complex Samples Logistic Regression
Wariables: Lependent Yariable;
& Branch [branch] [ 2 | & Previously defauled ... | [ Model... ]
f MHumber of customer.... —
&) Customer ID [custor,. [ Reference Categor... ] [ Statistics... ]
d:l Level of education [... 0dds R atios. .
g
LCovanates:
f Age in vears [age] A
4 % Iears ln:ith curr?nt .Ev
£ 1l >
Subpopulation
W ariable:
b
Cateqory:

[ QK ” Paste ][ Reset ][ Cancel ” Help ]

» Select a dependent variable.

Optionally, you can:
m  Select variables for factors and covariates, as appropriate for your data.

m  Specify a variable to define a subpopulation. The analysis is performed only for
the selected category of the subpopulation variable.
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Complex Samples Logistic Regression Reference Category

Figure 10-2

Logistic Regression Reference Category dialog box

Complex Samples Logistic Regression: Reference Category
Reference Categomy

) Lowest value

) Custom

[ Cantinue H Cancel ” Help ]

By default, the Complex Samples Logistic Regression procedure makes the

highest-valued category the reference category. This dialog box allows you to specify
the highest value, the lowest value, or a custom category as the reference category.
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Complex Samples Logistic Regression Model

Figure 10-3
Logistic Regression Model dialog box

Complex Samples Logistic Regression: Model
Specify Model Effects
() Main effects
(%) Custom
Factors and Covariates; Model:
E age ~ ; ed -~
- Build Term(z)
|# employ L= I
b ermploy
Ii éddress 4 address -
Ii InCame incaome
|#* debting Type: defiing
Ii creddebt Main effects |+ creddeht
|7 othdebt shiai
-
-
Mested Term
Termm:
|ntercept
Inglude in mode!
Dizplay statistics
[ Continue ] [ Cancel ] [ Help ]

Specify Model Effects. By default, the procedure builds a main-effects model using the
factors and covariates specified in the main dialog box. Alternatively, you can build a
custom model that includes interaction effects and nested terms.

Non-Nested Terms

For the selected factors and covariates:

Interaction. Creates the highest-level interaction term for all selected variables.

Main effects. Creates a main-effects term for each variable selected.
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All 2-way. Creates all possible two-way interactions of the selected variables.
All 3-way. Creates all possible three-way interactions of the selected variables.
All 4-way. Creates all possible four-way interactions of the selected variables.

All 5-way. Creates all possible five-way interactions of the selected variables.

Nested Terms

You can build nested terms for your model in this procedure. Nested terms are useful
for modeling the effect of a factor or covariate whose values do not interact with the
levels of another factor. For example, a grocery store chain may follow the spending
habits of its customers at several store locations. Since each customer frequents only
one of these locations, the Customer effect can be said to be nested within the Sore
location effect.
Additionally, you can include interaction effects, such as polynomial terms

involving the same covariate, or add multiple levels of nesting to the nested term.

Limitations. Nested terms have the following restrictions:

m  All factors within an interaction must be unique. Thus, if A is a factor, then
specifying A*A is invalid.

m  All factors within a nested effect must be unique. Thus, if A is a factor, then
specifying A(A) is invalid.

B No effect can be nested within a covariate. Thus, if A is a factor and X is a
covariate, then specifying A(X) is invalid.

Intercept. The intercept is usually included in the model. If you can assume the data
pass through the origin, you can exclude the intercept. Even if you include the intercept
in the model, you can choose to suppress statistics related to it.
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Complex Samples Logistic Regression Statistics

Figure 10-4
Logistic Regression Statistics dialog box

Complex Samples Logistic Regression: Statistics
odel Fit
Pzeudo R-square

Classification table

Farameters
Estimate [[] Covariances of parameter estimates
Exponentiated estimate [] Carelations of parameter estimates
Standard ermor
Corfidence interval [] Sguare root of design effect
[ ttest

Summary statistics for model variables

Sample design information

[ Continue H Cahcel H Help ]

Model Fit. Controls the display of statistics that measure the overall model performance.

m  Pseudo R-square. The R? statistic from linear regression does not have an exact
counterpart among logistic regression models. There are, instead, multiple
measures that attempt to mimic the properties of the R statistic.

m Classification table. Displays the tabulated cross-classifications of the observed

category by the model-predicted category on the dependent variable.
Parameters. This group allows you to control the display of statistics related to the
model parameters.

m Estimate. Displays estimates of the coefficients.

m  Exponentiated estimate. Displays the base of the natural logarithm raised to the
power of the estimates of the coefficients. While the estimate has nice properties
for statistical testing, the exponentiated estimate, or exp(B), is easier to interpret.

m  Standard error. Displays the standard error for each coefficient estimate.
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m Confidence interval. Displays a confidence interval for each coefficient estimate.
The confidence level for the interval is set in the Options dialog box.

m Ttest. Displays a t test of each coefficient estimate. The null hypothesis for each
test is that the value of the coefficient is 0.

m Covariances of parameter estimates. Displays an estimate of the covariance matrix
for the model coefficients.

m  Correlations of parameter estimates. Displays an estimate of the correlation matrix
for the model coefficients.

m Design effect. The ratio of the variance of the estimate to the variance obtained
by assuming that the sample is a simple random sample. This is a measure of
the effect of specifying a complex design, where values further from 1 indicate
greater effects.

m  Square root of design effect. This is a measure of the effect of specifying a complex
design, where values further from 1 indicate greater effects.

Summary statistics for model variables. Displays summary information about the
dependent variable, covariates, and factors.

Sample design information. Displays summary information about the sample, including
the unweighted count and the population size.
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Complex Samples Hypothesis Tests

Figure 10-5
Hypothesis Tests dialog box

Complex Samples: Hypothesis Tests
Test Statistic Sampling Dearees of Freedom
C: (%) Based on sample design
() Adjusted F .
() Chi-square O Fieed

() Adjusted Chi-square

Adjustment for Mulliple Comparzons
(%) Least significant difference
() Sequential Sidak
() Seguential Bonferrani
) Sidak
() Bonferoni

I Continue H Cancel ” Help ]

Test Statistic. This group allows you to select the type of statistic used for testing
hypotheses. You can choose between F, adjusted F, chi-square, and adjusted
chi-square.

Sampling Degrees of Freedom. This group gives you control over the sampling design
degrees of freedom used to compute p values for all test statistics. If based on the
sampling design, the value is the difference between the number of primary sampling
units and the number of strata in the first stage of sampling. Alternatively, you can set
a custom degrees of freedom by specifying a positive integer.

Adjustment for Multiple Comparisons. When performing hypothesis tests with multiple
contrasts, the overall significance level can be adjusted from the significance levels for
the included contrasts. This group allows you to choose the adjustment method.

m Least significant difference. This method does not control the overall probability
of rejecting the hypotheses that some linear contrasts are different from the null
hypothesis values.
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m  Sequential Sidak. This is a sequentially step-down rejective Sidak procedure that is
much less conservative in terms of rejecting individual hypotheses but maintains
the same overall significance level.

m  Sequential Bonferroni. This is a sequentially step-down rejective Bonferroni
procedure that is much less conservative in terms of rejecting individual
hypotheses but maintains the same overall significance level.

m  Sidak. This method provides tighter bounds than the Bonferroni approach.

m  Bonferroni. This method adjusts the observed significance level for the fact that
multiple contrasts are being tested.

Complex Samples Logistic Regression Odds Ratios

Figure 10-6
Logistic Regression Odds Ratios dialog box

Complex Samples Logistic Regression: Odds Ratios

Factars: Dddz Ratioz far Comparing Factor Levels:

E[I Level of education [... Factor Reference Category

Level of education [ed] (Highest value)
4

Lovariates: Odds Ratios for Change in Covariate Yalues:

‘&)Age in years [age] |~ Covariate Units of Change |

Years with current ¢ Years with currert employver [e |1
& Years at curent ad P Dkt 10 income ratio (1 000 [dek|[1 |

‘&)Household income
g&Debt to income ratil 4

< b

Orne et of oddz ratiog iz produced for each variable in the Odds Ratios grids. For each set, all other factors in
the model are evaluated at their highest levels: all ather covariates are evaluated at their means.

Continue H Cancel ” Help ]

The Odds Ratios dialog box allows you to display the model-estimated odds ratios for
specified factors and covariates. A separate set of odds ratios is computed for each
category of the dependent variable except the reference category.
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Factors. For each selected factor, displays the ratio of the odds at each category of the
factor to the odds at the specified reference category.

Covariates. For each selected covariate, displays the ratio of the odds at the covariate’s
mean value plus the specified units of change to the odds at the mean.

When computing odds ratios for a factor or covariate, the procedure fixes all other
factors at their highest levels and all other covariates at their means. If a factor or
covariate interacts with other predictors in the model, then the odds ratios depend not
only on the change in the specified variable but also on the values of the variables
with which it interacts. If a specified covariate interacts with itself in the model (for
example, age* age), then the odds ratios depend on both the change in the covariate
and the value of the covariate.

Complex Samples Logistic Regression Save

Figure 10-7
Logistic Regression Save dialog box

Complex Samples Logistic Regression: Save

Save Wanables
[] Predicted categom

[] Piedicted probahilities [one per category of the dependent wvariable]

Ewxport Model az SPSS Data

Eile: Browsze...

(%) Parameter estimates and covariance matrix

() Parameter estimates and comelation matrix
Export Model az =L

File: Browvesze. ..

(#) Parameter estimates and covariance matrix

() Parameter estimates only

Continue H Cancel ][ Help
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Save Variables. This group allows you to save the model-predicted category and
predicted probabilities as new variables in the active dataset.

Export model as SPSS Statistics data. Writes an SPSS Statistics dataset containing the
parameter correlation or covariance matrix with parameter estimates, standard errors,
significance values, and degrees of freedom. The order of variables in the matrix
file is as follows.

m rowtype_. Takes values (and value labels), COV (Covariances), CORR
(Correlations), EST (Parameter estimates), SE (Standard errors), SIG (Significance
levels), and DF (Sampling design degrees of freedom). There is a separate case
with row type COV (or CORR) for each model parameter, plus a separate case for
each of the other row types.

m varname_. Takes values P1, P2, ..., corresponding to an ordered list of all model
parameters, for row types COV or CORR, with value labels corresponding to the
parameter strings shown in the parameter estimates table. The cells are blank for
other row types.

m  P1,P2, ... These variables correspond to an ordered list of all model parameters,
with variable labels corresponding to the parameter strings shown in the
parameter estimates table, and take values according to the row type. For
redundant parameters, all covariances are set to zero; correlations are set to the
system-missing value; all parameter estimates are set at zero; and all standard
errors, significance levels, and residual degrees of freedom are set to the
system-missing value.

Note: This file is not immediately usable for further analyses in other procedures that
read a matrix file unless those procedures accept all the row types exported here.

Export Model as XML. Saves the parameter estimates and the parameter covariance
matrix, if selected, in XML (PMML) format. SmartScore and SPSS Statistics Server
(a separate product) can use this model file to apply the model information to other
data files for scoring purposes.
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Complex Samples Logistic Regression Options

Figure 10-8
Logistic Regression Options dialog box

Complex Samples Logistic Regression: Options
E shirmation Uger-Miszing Yalues
I aximum Iterations: 100 (@) Treat as jnvalid
() Treat as valid

Maximum Step-Halving: |5

Thiz setting applies to categorical design

Limit iterations bazed on change in parameter estimates and model varishles.

P iriirmiLim

Change. 0000001

Type: Relative w

[ Limit iterations based on change in log-ikelihood Wenicicpeelnizpo I 55

Check for complete separation of data points

Starting Iteration: | 20

[] Display iteration history

[ Continue ” Cancel ” Help

|

Estimation. This group gives you control of various criteria used in the model

estimation.

®  Maximum lterations. The maximum number of iterations the algorithm will

execute. Specify a non-negative integer.

®  Maximum Step-Halving. At each iteration, the step size is reduced by a factor of 0.5
until the log-likelihood increases or maximum step-halving is reached. Specify

a positive integer.

®m Limit iterations based on change in parameter estimates. When selected, the
algorithm stops after an iteration in which the absolute or relative change in the
parameter estimates is less than the value specified, which must be non-negative.

®m Limit iterations based on change in log-likelihood. When selected, the algorithm
stops after an iteration in which the absolute or relative change in the log-likelihood

function is less than the value specified, which must be non-negative.
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Check for complete separation of data points. When selected, the algorithm performs
tests to ensure that the parameter estimates have unique values. Separation occurs
when the procedure can produce a model that correctly classifies every case.

Display iteration histery. Displays parameter estimates and statistics at every n
iterations beginning with the Oth iteration (the initial estimates). If you choose to
print the iteration history, the last iteration is always printed regardless of the
value of n.

User-Missing Values. All design variables, as well as the dependent variable and any
covariates, must have valid data. Cases with invalid data for any of these variables are
deleted from the analysis. These controls allow you to decide whether user-missing
values are treated as valid among the strata, cluster, subpopulation, and factor variables.

Confidence Interval. This is the confidence interval level for coefficient estimates,
exponentiated coefficient estimates, and odds ratios. Specify a value greater than or
equal to 50 and less than 100.

CSLOGISTIC Command Additional Features

The command syntax language also allows you to:

Specify custom tests of effects versus a linear combination of effects or a value
(using the CUSTOM subcommand).

Fix values of other model variables when computing odds ratios for factors and
covariates (using the ODDSRATIOS subcommand).

Specify a tolerance value for checking singularity (using the CRITERIA
subcommand).

Create user-specified names for saved variables (using the SAVE subcommand).

Produce a general estimable function table (using the PRINT subcommand).

See the Command Syntax Reference for complete syntax information.
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The Complex Samples Ordinal Regression procedure performs regression analysis
on a binary or ordinal dependent variable for samples drawn by complex sampling
methods. Optionally, you can request analyses for a subpopulation.

Example. Representatives considering a bill before the legislature are interested in
whether there is public support for the bill and how support for the bill is related to
voter demographics. Pollsters design and conduct interviews according to a complex
sampling design. Using Complex Samples Ordinal Regression, you can fit a model for
the level of support for the bill based upon voter demographics.

Data. The dependent variable is ordinal. Factors are categorical. Covariates are
quantitative variables that are related to the dependent variable. Subpopulation
variables can be string or numeric but should be categorical.

Assumptions. The cases in the data file represent a sample from a complex design that
should be analyzed according to the specifications in the file selected in the Complex
Samples Plan dialog box.

Obtaining Complex Samples Ordinal Regression

From the menus choose:

Analyze
Complex Samples
Ordinal Regression...

Select a plan file. Optionally, select a custom joint probabilities file.

Click Continue.
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Figure 11-1
Ordinal Regression dialog box
Complex Samples Ordinal Regression
Wariables: Dependent Yariable:
&)Voler 1D [wateid] [ 3 | E[ITHE legizlature shoul... | [ Model... ]
&) Meighborhood [nbih... [ - E— ] [ p— ]
&) T awnship [town] esponse Probabilities. .. Statistics..,
& Cony ey |
‘g&lnclusion [Selection) ... Féctors. — -
& Cumulative Sampling.. %Eﬁﬁ-\ge ety .. ad ;}Ddds Rafos..
ftumulalive Sampling... 4 @j;.\.ﬁender loender] | =)
¢ Voted inlast elec.. 1| =
LCovanates:
»
Link Function:
| Lagit e |
Subpopulation
W ariable:
4 |
Category:

I Ok ” Paste “ Beset ” Cancel ” Help ]

» Select a dependent variable.
Optionally, you can:
m  Select variables for factors and covariates, as appropriate for your data.

m  Specify a variable to define a subpopulation. The analysis is performed only for
the selected category of the subpopulation variable, although variances are still
properly estimated based on the entire dataset.

m Select a link function.
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Link function. The link function is a transformation of the cumulative probabilities
that allows estimation of the model. Five link functions are available, summarized
in the following table.

Function Form Typical application

Logit log( /(1-)) Evenly distributed categories

Complementary log-log log(—log(1-)) Higher categories more
probable

Negative log-log —log(—log( )) Lower categories more
probable

Probit -10) Latent variable is normally
distributed

Cauchit (inverse Cauchy) tan(n( —0.5)) Latent variable has many
extreme values

Complex Samples Ordinal Regression Response Probabilities

Figure 11-2
Ordinal Regression Response Probabilities dialog box

Complex Samples Ordinal Regression: Response Probabilities

Curulative Fesponze Probabilities

(&) & ccumulate from [owest value of dependent variable ko highest valus

() Accumulate from highest value of dependent variable to lowest value

[ Continue H Cancel ][ Help ]

The Response Probabilities dialog box allows you to specify whether the cumulative
probability of a response (that is, the probability of belonging up to and including a
particular category of the dependent variable) increases with increasing or decreasing
values of the dependent variable.
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Complex Samples Ordinal Regression Model

Figure 11-3

Ordinal Regression Model dialog box

Complex Samples Ordinal Regression: Model

Specify Model Effects
() Main effects
(&) Custam

Factars and Covariates:
M agecat

M gender
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M drivefreq

w

Mested Tem
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Type:
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agecat
gender
wiobelast
diivelfreg

[ Cantinue ][ Cancel ][

Help

]

Specify Model Effects. By default, the procedure builds a main-effects model using the
factors and covariates specified in the main dialog box. Alternatively, you can build a

custom model that includes interaction effects and nested terms.

Non-Nested Terms

For the selected factors and covariates:

Interaction. Creates the highest-level interaction term for all selected variables.

Main effects. Creates a main-effects term for each variable selected.

All 2-way. Creates all possible two-way interactions of the selected variables.

All 3-way. Creates all possible three-way interactions of the selected variables.
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All 4-way. Creates all possible four-way interactions of the selected variables.

All 5-way. Creates all possible five-way interactions of the selected variables.

Nested Terms

You can build nested terms for your model in this procedure. Nested terms are useful
for modeling the effect of a factor or covariate whose values do not interact with the
levels of another factor. For example, a grocery store chain may follow the spending
habits of its customers at several store locations. Since each customer frequents only
one of these locations, the Customer effect can be said to be nested within the Sore
location effect.
Additionally, you can include interaction effects, such as polynomial terms

involving the same covariate, or add multiple levels of nesting to the nested term.

Limitations. Nested terms have the following restrictions:

m  All factors within an interaction must be unique. Thus, if A is a factor, then
specifying A*A is invalid.

m  All factors within a nested effect must be unique. Thus, if A is a factor, then
specifying A(A) is invalid.

m  No effect can be nested within a covariate. Thus, if A is a factor and X is a
covariate, then specifying A(X) is invalid.
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Complex Samples Ordinal Regression Statistics

Figure 114
Ordinal Regression Statistics dialog box

Complex Samples Ordinal Regression: Statistics
Model Fit

Pseudo R-squate

Classification table

Parameters
Estimate: |:| Covatiances of parameter estimates
Exponentiated estimate [ correlations of parameter estimates
Standard error Design effect
Corfidence interval [[]5quare roat of design effect
[Je-test

Parallel Lines

whald test of equal slopes

Parameter estimates for generalized funequal slopes) modek

[ Covatiances of parameter estimates For generalized (unequal slopes) model

Sumnmary statistics For model variables

Sample design information

Continue ” Cancel H Help ]

Model Fit. Controls the display of statistics that measure the overall model performance.

m  Pseudo R-square. The R? statistic from linear regression does not have an exact
counterpart among ordinal regression models. There are, instead, multiple
measures that attempt to mimic the properties of the R? statistic.

m Classification table. Displays the tabulated cross-classifications of the observed

category by the model-predicted category on the dependent variable.
Parameters. This group allows you to control the display of statistics related to the
model parameters.

m Estimate. Displays estimates of the coefficients.
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Exponentiated estimate. Displays the base of the natural logarithm raised to the
power of the estimates of the coefficients. While the estimate has nice properties
for statistical testing, the exponentiated estimate, or exp(B), is easier to interpret.

Standard error. Displays the standard error for each coefficient estimate.

Confidence interval. Displays a confidence interval for each coefficient estimate.
The confidence level for the interval is set in the Options dialog box.

T test. Displays a t test of each coefficient estimate. The null hypothesis for each
test is that the value of the coefficient is 0.

Covariances of parameter estimates. Displays an estimate of the covariance matrix
for the model coefficients.

Correlations of parameter estimates. Displays an estimate of the correlation matrix
for the model coefficients.

Design effect. The ratio of the variance of the estimate to the variance obtained
by assuming that the sample is a simple random sample. This is a measure of

the effect of specifying a complex design, where values further from 1 indicate
greater effects.

Square root of design effect. This is a measure, expressed in units comparable to
those of the standard error, of the effect of specifying a complex design, where
values further from 1 indicate greater effects.

Parallel Lines. This group allows you to request statistics associated with a model with
nonparallel lines where a separate regression line is fitted for each response category
(except the last).

Wald test. Produces a test of the null hypothesis that regression parameters are
equal for all cumulative responses. The model with nonparallel lines is estimated
and the Wald test of equal parameters is applied.

Parameter estimates. Displays estimates of the coefficients and standard errors
for the model with nonparallel lines.

Covariances of parameter estimates. Displays an estimate of the covariance matrix
for the coefficients of the model with nonparallel lines.

Summary statistics for model variables. Displays summary information about the
dependent variable, covariates, and factors.

Sample design information. Displays summary information about the sample, including
the unweighted count and the population size.
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Complex Samples Hypothesis Tests

Figure 11-5
Hypothesis Tests dialog box

Complex Samples: Hypothesis Tests
Test Statistic Sampling Dearees of Freedom
C: (%) Based on sample design
() Adjusted F .
() Chi-square O Fieed

() Adjusted Chi-square

Adjustment for Mulliple Comparzons
(%) Least significant difference
() Sequential Sidak
() Seguential Bonferrani
) Sidak
() Bonferoni

I Continue H Cancel ” Help ]

Test Statistic. This group allows you to select the type of statistic used for testing
hypotheses. You can choose between F, adjusted F, chi-square, and adjusted
chi-square.

Sampling Degrees of Freedom. This group gives you control over the sampling design
degrees of freedom used to compute p values for all test statistics. If based on the
sampling design, the value is the difference between the number of primary sampling
units and the number of strata in the first stage of sampling. Alternatively, you can set
a custom degrees of freedom by specifying a positive integer.

Adjustment for Multiple Comparisons. When performing hypothesis tests with multiple
contrasts, the overall significance level can be adjusted from the significance levels for
the included contrasts. This group allows you to choose the adjustment method.

m Least significant difference. This method does not control the overall probability
of rejecting the hypotheses that some linear contrasts are different from the null
hypothesis values.
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m  Sequential Sidak. This is a sequentially step-down rejective Sidak procedure that is
much less conservative in terms of rejecting individual hypotheses but maintains
the same overall significance level.

m  Sequential Bonferroni. This is a sequentially step-down rejective Bonferroni
procedure that is much less conservative in terms of rejecting individual
hypotheses but maintains the same overall significance level.

m  Sidak. This method provides tighter bounds than the Bonferroni approach.

m  Bonferroni. This method adjusts the observed significance level for the fact that
multiple contrasts are being tested.

Complex Samples Ordinal Regression Odds Ratios

Figure 11-6
Ordinal Regression Odds Ratios dialog box

Complex Samples Ordinal Regression: Odds Ratios
Factars: Cumulative Ddds Fatios for Comparing Factor Levels:
E[I»’-‘«ge categom [agecat] Factor Reference Category
Qf) Gender [gender] Age category [agecat] (Highest valug)
@b Woted in last election... y Driving freguency [drivefreq]  |10-14,959 milesfyear

E[I Diriving frequency [dr...

LCovariates: Cumulative Odds Batios far Change in Covariate Values:

Covariate Units of Change

One et of cumulative odds ratios is produced for each warniable in the Odds Ratios grids. For each set, all other
factars in the model are evaluated at their highest levels: all other covariates are evaluated at their means.

Continue H Cancel ][ Help ]

The Odds Ratios dialog box allows you to display the model-estimated cumulative
odds ratios for specified factors and covariates. This feature is only available for
models using the Logit link function. A single cumulative odds ratio is computed for
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all categories of the dependent variable except the last; the proportional odds model
postulates that they are all equal.

Factors. For each selected factor, displays the ratio of the cumulative odds at each
category of the factor to the odds at the specified reference category.

Covariates. For each selected covariate, displays the ratio of the cumulative odds at the
covariate’s mean value plus the specified units of change to the odds at the mean.

When computing odds ratios for a factor or covariate, the procedure fixes all other
factors at their highest levels and all other covariates at their means. If a factor or
covariate interacts with other predictors in the model, then the odds ratios depend not
only on the change in the specified variable but also on the values of the variables
with which it interacts. If a specified covariate interacts with itself in the model (for
example, age* age), then the odds ratios depend on both the change in the covariate
and the value of the covariate.
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Complex Samples Ordinal Regression Save

Figure 11-7
Ordinal Regression Save dialog box

Complex Samples Ordinal Regression: Save

Save Varables
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PredictedFrobabiliby
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Cancel ] [

Help

Save Variables. This group allows you to save the model-predicted category, probability
of predicted category, probability of observed category, cumulative probabilities, and
predicted probabilities as new variables in the active dataset.

Export model as SPSS Statistics data. Writes an SPSS Statistics dataset containing the
parameter correlation or covariance matrix with parameter estimates, standard errors,
significance values, and degrees of freedom. The order of variables in the matrix

file is as follows.
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rowtype_. Takes values (and value labels), COV (Covariances), CORR
(Correlations), EST (Parameter estimates), SE (Standard errors), SIG (Significance
levels), and DF (Sampling design degrees of freedom). There is a separate case
with row type COV (or CORR) for each model parameter, plus a separate case for
each of the other row types.

varname_. Takes values P1, P2, ..., corresponding to an ordered list of all model
parameters, for row types COV or CORR, with value labels corresponding to the
parameter strings shown in the parameter estimates table. The cells are blank for
other row types.

P1, P2, ... These variables correspond to an ordered list of all model parameters,
with variable labels corresponding to the parameter strings shown in the
parameter estimates table, and take values according to the row type. For
redundant parameters, all covariances are set to zero; correlations are set to the
system-missing value; all parameter estimates are set at zero; and all standard
errors, significance levels, and residual degrees of freedom are set to the
system-missing value.

Note: This file is not immediately usable for further analyses in other procedures that
read a matrix file unless those procedures accept all the row types exported here.

Export model as XML. Saves the parameter estimates and the parameter covariance
matrix, if selected, in XML (PMML) format. SmartScore and SPSS Statistics Server
(a separate product) can use this model file to apply the model information to other
data files for scoring purposes.
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Complex Samples Ordinal Regression Options

Figure 11-8
Ordinal Regression Options dialog box

Complex Samples Ordinal Regression: Options

Estimation Method
(#) Newton-Raphsan
() Eisher scoring
() Fisher scoring then Newton-Raphson

Maximurmn Mumbers of
Iterations Before Switching:

User-Missing Yalues

(¥) Treat as invalid

() Treat as valid

This setting applies to categorical design and model
wvariables.

Estirnation

Maxirnum Ikerations: 100

Mazximum Step-Halving: &

Limit iterations based on change in parameter estimates

Minimurm

Change: | 0-000001

Type: | Relative w

[ Limit iterations based on change in log-likelihood

Check far complete separation of data points

Starting Iteration: | 20

[ Display iteration history:

Confidence Interval (%) | 95

[ Continue H Cancel ” Help ]

Estimation Method. You can select a parameter estimation method; choose between
Newton-Raphson, Fisher scoring, or a hybrid method in which Fisher scoring
iterations are performed before switching to the Newton-Raphson method. If
convergence is achieved during the Fisher scoring phase of the hybrid method before
the maximum number of Fisher iterations is reached, the algorithm continues with
the Newton-Raphson method.

Estimation. This group gives you control of various criteria used in the model
estimation.

B Maximum lterations. The maximum number of iterations the algorithm will
execute. Specify a non-negative integer.
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Maximum Step-Halving. At each iteration, the step size is reduced by a factor of 0.5
until the log-likelihood increases or maximum step-halving is reached. Specify
a positive integer.

Limit iterations based on change in parameter estimates. When selected, the
algorithm stops after an iteration in which the absolute or relative change in the
parameter estimates is less than the value specified, which must be non-negative.

Limit iterations based on change in log-likelihood. When selected, the algorithm
stops after an iteration in which the absolute or relative change in the log-likelihood
function is less than the value specified, which must be non-negative.

Check for complete separation of data points. When selected, the algorithm performs
tests to ensure that the parameter estimates have unique values. Separation occurs
when the procedure can produce a model that correctly classifies every case.

Display iteration history. Displays parameter estimates and statistics at every n
iterations beginning with the Oth iteration (the initial estimates). If you choose to
print the iteration history, the last iteration is always printed regardless of the
value of n.

User-Missing Values. Scale design variables, as well as the dependent variable and any
covariates, should have valid data. Cases with invalid data for any of these variables

are deleted from the analysis. These controls allow you to decide whether user-missing
values are treated as valid among the strata, cluster, subpopulation, and factor variables.

Confidence Interval. This is the confidence interval level for coefficient estimates,
exponentiated coefficient estimates, and odds ratios. Specify a value greater than or
equal to 50 and less than 100.

CSORDINAL Command Additional Features

The command syntax language also allows you to:

Specify custom tests of effects versus a linear combination of effects or a value
(using the CUSTOM subcommand).

Fix values of other model variables at values other than their means when
computing cumulative odds ratios for factors and covariates (using the
ODDSRATIOS subcommand).

Use unlabeled values as custom reference categories for factors when odds ratios
are requested (using the ODDSRATIOS subcommand).
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B Specify a tolerance value for checking singularity (using the CRITERIA
subcommand).

B Produce a general estimable function table (using the PRINT subcommand).

m  Save more than 25 probability variables (using the SAVE subcommand).

See the Command Syntax Reference for complete syntax information.
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The Complex Samples Cox Regression procedure performs survival analysis for
samples drawn by complex sampling methods. Optionally, you can request analyses
for a subpopulation.

Examples. A government law enforcement agency is concerned about recidivism
rates in their area of jurisdiction. One of the measures of recidivism is the time until
second arrest for offenders. The agency would like to model time to rearrest using
Cox Regression but are worried the proportional hazards assumption is invalid across
age categories.

Medical researchers are investigating survival times for patients exiting a rehabilitation
program post-ischemic stroke. There is the potential for multiple cases per subject,
since patient histories change as the occurrence of significant nondeath events are
noted and the times of these events recorded. The sample is also left-truncated in the
sense that the observed survival times are “inflated” by the length of rehabilitation,
because while the onset of risk starts at the time of the ischemic stroke, only patients
who survive past the rehabilitation program are in the sample.

Survival Time. The procedure applies Cox regression to analysis of survival times—that
is, the length of time before the occurrence of an event. There are two ways to specify
the survival time, depending upon the start time of the interval:

®  Time=0. Commonly, you will have complete information on the start of the interval
for each subject and will simply have a variable containing end times (or create a
single variable with end times from Date & Time variables; see below).

m  Varies by subject. This is appropriate when you have left-truncation, also called
delayed entry; for example, if you are analyzing survival times for patients exiting
a rehabilitation program post-stroke, you might consider that their onset of risk
starts at the time of the stroke. However, if your sample only includes patients who
have survived the rehabilitation program, then your sample is left-truncated in the
sense that the observed survival times are “inflated” by the length of rehabilitation.

95
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You can account for this by specifying the time at which they exited rehabilitation
as the time of entry into the study.

Date & Time Variables. Date & Time variables cannot be used to directly define the start
and end of the interval; if you have Date & Time variables, you should use them to
create variables containing survival times. If there is no left-truncation, simply create
a variable containing end times based upon the difference between the date of entry
into the study and the observation date. If there is left-truncation, create a variable
containing start times, based upon the difference between the date of the start of the
study and the date of entry, and a variable containing end times, based upon the
difference between the date of the start of the study and the date of observation.

Event Status. You need a variable that records whether the subject experienced the
event of interest within the interval. Subjects for whom the event has not occurred
are right-censored.

Subject Identifier. You can easily incorporate piecewise-constant, time-dependent
predictors by splitting the observations for a single subject across multiple cases.
For example, if you are analyzing survival times for patients post-stroke, variables
representing their medical history should be useful as predictors. Over time, they
may experience major medical events that alter their medical history. The following
table shows how to structure such a dataset: Patient ID is the subject identifier, End
time defines the observed intervals, Satus records major medical events, and Prior
history of heart attack and Prior history of hemorrhaging are piecewise-constant,
time-dependent predictors.

Patient ID | End time | Status Prior history of Prior history of
heart attack hemorrhaging
1 5 Heart Attack No No
1 Hemorrhaging Yes No
1 8 Died Yes Yes
2 24 Died No No
3 8 Heart Attack No No
3 15 Died Yes No

Assumptions. The cases in the data file represent a sample from a complex design that
should be analyzed according to the specifications in the file selected in the Complex
Samples Plan dialog box.
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Typically, Cox regression models assume proportional hazards—that is, the ratio of
hazards from one case to another should not vary over time. If this assumption does
not hold, you may need to add time-dependent predictors to the model.

Kaplan-Meier Analysis. If you do not select any predictors (or do not enter any selected
predictors into the model) and choose the product limit method for computing the
baseline survival curve on the Options tab, the procedure performs a Kaplan-Meier
type of survival analysis.

To Obtain Complex Samples Cox Regression

» From the menus choose:

Analyze
Complex Samples
Cox Regression...

» Select a plan file. Optionally, select a custom joint probabilities file.

» Click Continue.
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Figure 12-1

Cox Regression dialog box, Time and Event tab

= Complex Samples Cox Regression

Time ancl Event l Predictors | Subgroups | Model | Statistics | Plots | Hypothesis Tests | Save | Export | Options

Variables:

& Arrest D [arrest]

Age in years [age]
il Age category [agecat]
& Warital status [marital]
il Social status [social]
{I Level of education [ed]
& Employed [employ]
&3 Gender [gender]
{l Severity of first crime [crime1]
&3 Violert first crime [violert1]
Date of release from first arrest [cdate1]
& Posted bail [bail
&3 Received rehabilitation [rehab]
il Severity of second crime [crime2]
&3 Vialert second crime [violert2]
&3 Second conviction [convict2]
Date of second arrest [date2]

& Inclusion (Selection) Probakility for Stage ..
& Cumulative Sampling Weight for Stage 1[...
& Inclusion (Selection) Probahbiity for Stage ...
& Cumulative Sampling Weight for Stage 21[...
& Final Sampling Weight [SampleVWeight_Fin...

rSurvival Time

rStart of Interval (Onset of Risk)

(2) Time 0
() Varies by subject

Start Variable

B3R |
rEnd of Interval
] End Variahle:
| - | |¢# Time to second arrest [time_to_event] |
Status “ariable:

L&) Second arrest [arrest2] ‘

icating that event [nene]
urreck

Define Event...

] Subject ldertifier:
L¢]

Choose a subject identifier variakle if there are multiple cases per subject.

|| Paste H Reset ” Cancel H Help ]

» Specify the survival time by selecting the entry and exit times from the study.

» Select an event status variable.

» Click Define Event and define at least one event value.

Optionally, you can select a subject identifier.
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Define Event

Figure 12-2
Define Event dialog box
ﬁ Define Event
~Walues Indicating that Event Has Occurred
(&) Individual values(s)  Specify One Or Mare Yalues:
ME
0 ho —
1 Yes
() Range of values pinimum: |:|
ML |:|
| Continue | [ Cancel l [ Help ]

Specify the values that indicate a terminal event has occurred.

®m Individual value(s). Specify one or more values by entering them into the grid or

selecting them from a list of values with defined value labels.

Range of values. Specify a range of values by entering the minimum and maximum
values or selecting values from a list with defined value labels.
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Predictors

Figure 12-3
Cox Regression dialog box, Predictors tab

= Complex Samples Cox Regression

Time and Event Predictars Subgroups Model Statistics Flots Hypothesis Tests Save Export Options
“atiables:
&) Region [region] =
&) Frovince [province]
& District [dlistrict]
& City [oity]
&b Arrest 1D [arrest]
d:l Aoge category [agecat]
&) Marital status [marital]
ol socisl status [sacial]
d:l Level of education [ed]
&) Employved [employ]
&) Gender [gender]
d:l Severity of first crime [crime1]
&) “iolert first critme [violert]
Date of releaze from first arrest [date]
& Posted bail [bail] " Covaristes:
&) Received rehabilitation [rehak] & Age in years [age]
,{I Severity of secand crime [crime2] .':T_.:'. t_age
&) “iolent second crime [violent2]
&) Second conviction [conwict2]
Date of second arrest [date2] —
& Inclusion (Selection) Probabilty for Stage 1 [nclusionProbakilty_1_]

Cuimn i mmnline ilsickt for Stame 4 et Ll

' Factars:

1

Time-Dependent Predictors:

ey

OK || Paste ” Reset || Cancel H Help

The Predictors tab allows you to specify the factors and covariates used to build
model effects.

Factors. Factors are categorical predictors; they can be numeric or string.
Covariates. Covariates are scale predictors; they must be numeric.

Time-Dependent Predictors. There are certain situations in which the proportional
hazards assumption does not hold. That is, hazard ratios change across time; the values
of one (or more) of your predictors are different at different time points. In such cases,
you need to specify time-dependent predictors. For more information, see Define
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Time-Dependent Predictor on p. 101. Time-dependent predictors can be selected
as factors or covariates.

Define Time-Dependent Predictor

Figure 12-4
Cox Regression Define Time-Dependent Predictor dialog box

| Complex Samples Cox Regression: Define Time-Dependent Predictor
(5 Mame: |t_age |
Wariables: Mumeric Expression:
& Time [T ‘ « ‘ T

&3 Arrest ID [arrest]

ef Age in yvears [age]

;[I Age category [agecat]
&3 arital status [marital]
;[I Social status [social]

;[I Lewvel of education [ed]
&3 Employed [employ]

&3 Gender [gender]

d:l Severity of first crime [c..
&b winlert first crime [viole...
aﬁ Date of release from fir...
& Posted hail [bai]

&b Received rehahilitation [...

rOperators and Numbers

[y N[y

rFunctions and Special VYariabhles

&3 SezenulannestlEmest2] Function: Cescription:
gl severtty of second crim... Tﬂ.hs = T
% “inlert secand crime [vi.. . ]

Second conviction [con...
Date of secand arrest [ SZ:H
g& Incluzion (Selection) Pro... Exp
& Cumulative Sampling We. . Lgi0
ﬁ Inclusion (Selection) Pro.. n
& Curmulative Sampling We. .. Lrgamma m
& Final Sampling Wsight [S... e
e& Time to second arrest [ti... Fnd =

Distiay: | rthmetic )| insert

Continue ” Cancel ” Help ]
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The Define Time-Dependent Predictor dialog box allows you to create a predictor that
is dependent upon the built-in time variable, T_. You can use this variable to define
time-dependent covariates in two general ways:

m If you want to estimate an extended Cox regression model that allows
nonproportional hazards, you can do so by defining your time-dependent predictor
as a function of the time variable T_ and the covariate in question. A common
example would be the simple product of the time variable and the predictor, but
more complex functions can be specified as well.

®  Some variables may have different values at different time periods but aren’t
systematically related to time. In such cases, you need to define a segmented
time-dependent predictor, which can be done using logical expressions.
Logical expressions take the value 1 if true and 0 if false. Using a series of
logical expressions, you can create your time-dependent predictor from a set of
measurements. For example, if you have blood pressure measured once a week
for the four weeks of your study (identified as BP1 to BP4), you can define your
time-dependent predictor as (T_<1) * BP1+(T_>=1& T_<2) * BP2+ (T_>=
2& T _<3)*BP3+ (T_>=3 & T_<4) * BP4. Notice that exactly one of the
terms in parentheses will be equal to 1 for any given case and the rest will all equal
0. In other words, this function means that if time is less than one week, use BP1;
if it is more than one week but less than two weeks, use BP2; and so on.

Note: If your segmented, time-dependent predictor is constant within segments,
as in the blood pressure example given above, it may be easier for you to specify
the piecewise-constant, time-dependent predictor by splitting subjects across
multiple cases. See the discussion on Subject Identifiers in Complex Samples Cox
Regression on p. 95 for more information.

In the Define Time-Dependent Predictor dialog box, you can use the function-building
controls to build the expression for the time-dependent covariate, or you can enter

it directly in the Numeric Expression text area. Note that string constants must be
enclosed in quotation marks or apostrophes, and numeric constants must be typed in
American format, with the dot as the decimal delimiter. The resulting variable is
given the name you specify and should be included as a factor or covariate on the
Predictors tab.
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Subgroups

Figure 12-5
Cox Regression dialog box, Subgroups tab

& Complex Samples Cox Regression
Time anc Event Predictors Subgroups Mocdel Statistics Plots Hypothesis Tests Save Export Options
“ariables: Baseline Strata:
& Region [region] - |

&) Province [province]
& District [district]
&b Ciy [city]

&) Arrest ID [arrest]
,{I Age category [agecat] Subpopulation Variable:
&) Marital status [marital] +

I{I Social status [social]

,{I Level of education [ed]

&) Employed [employ]

&) Gender [gender]

I{I Severity of first crime [crime1]

&) “iolert first crime [viclent1]

Date of release from first arrest [date1]

@ Posted bail [bail

&) Received rehabiltation [rehak]

,{I Severty of second crime [crime2]

% “iolent second crime [violert2]

&) Second conviction [convict2]

Date of second arrest [date2]

f Inclusion (Selection) Probakility for Stage 1 [InclusionProbakbilty_1_]
‘f Cumulative Sampling Weight for Stage 1 [SampleWeightCumulative
f Cumulative Sampling Weight for Stage 2 [SampleVVeightCumulative...

Separate survival and hazard functions are computed for each stratum.

Category:

Choose a subpopulation variable to limit your analysis to a particular
grouplsubpopulation).

[Coc ||| paste || meset || concel || hHew |

Baseline Strata. A separate baseline hazard and survival function is computed for each
value of this variable, while a single set of model coefficients is estimated across strata.

Subpopulation Variable. Specify a variable to define a subpopulation. The analysis is
performed only for the selected category of the subpopulation variable.
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Model

Figure 12-6
Cox Regression dialog box, Model tab
= Complex Samples Cox Regression
Time and Everit | Predictors | Subgroups [Model ] Statistics | Plots | Hypothesis Tests | Save | Export | Options
rSpecify Model Effects
() Main effects
@Cgstnm
Factors and Covaristes: ol
Eage ClE=
"P‘ t_age t_age |T|
[+
Build Term(s) -
Type:
Term
Term: | |
[ tersction || mesting | [ acdtomorel | | Clear |
[ Ok H Paste ” Reset ” Cancel H Help ]

Specify Model Effects. By default, the procedure builds a main-effects model using the
factors and covariates specified in the main dialog box. Alternatively, you can build a
custom model that includes interaction effects and nested terms.

Non-Nested Terms

For the selected factors and covariates:
Interaction. Creates the highest-level interaction term for all selected variables.

Main effects. Creates a main-effects term for each variable selected.
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All 2-way. Creates all possible two-way interactions of the selected variables.
All 3-way. Creates all possible three-way interactions of the selected variables.
All 4-way. Creates all possible four-way interactions of the selected variables.

All 5-way. Creates all possible five-way interactions of the selected variables.

Nested Terms

You can build nested terms for your model in this procedure. Nested terms are useful
for modeling the effect of a factor or covariate whose values do not interact with the
levels of another factor. For example, a grocery store chain may follow the spending
habits of its customers at several store locations. Since each customer frequents only
one of these locations, the Customer effect can be said to be nested within the Sore
location effect.

Additionally, you can include interaction effects, such as polynomial terms
involving the same covariate, or add multiple levels of nesting to the nested term.

Limitations. Nested terms have the following restrictions:

m  All factors within an interaction must be unique. Thus, if A is a factor, then
specifying A*A is invalid.

m  All factors within a nested effect must be unique. Thus, if A is a factor, then
specifying A(A) is invalid.

B No effect can be nested within a covariate. Thus, if A is a factor and X is a
covariate, then specifying A(X) is invalid.
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Statistics

Figure 12-7
Cox Regression dialog box, Statistics tab

& Complex Samples Cox Regression

Titme and Everit Predictors Subgroups Model Statistics Plots Hypothesis Tests Save Export Options
Sample design information

Ewvent and censoring summary.

D Risk set at event times

Parameters

I:‘ Estitmate D Covariances of parameter estimates
I:‘ Exponentisted estimate D Cotrelations of parameter estimates
[ stancard error [ pesign effect

[ Confidence interval [] Sguare root of design effect

[ ttest

Model Assumptions
Test of propottional hazards

Titme Function: | Log =

Parameter estimates for atternative model

D Covariance matrix for aternative model

|:| Bazeline survival and cumulative hazard functions

|| Ok ||| Paste || Reset || Cancel H Help |

Sample design information. Displays summary information about the sample, including
the unweighted count and the population size.

Event and censoring summary. Displays summary information about the number and
percentage of censored cases.

Risk set at event times. Displays number of events and number at risk for each event
time in each baseline stratum.

Parameters. This group allows you to control the display of statistics related to the
model parameters.

m Estimate. Displays estimates of the coefficients.
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Exponentiated estimate. Displays the base of the natural logarithm raised to the
power of the estimates of the coefficients. While the estimate has nice properties
for statistical testing, the exponentiated estimate, or exp(B), is easier to interpret.

Standard error. Displays the standard error for each coefficient estimate.

Confidence interval. Displays a confidence interval for each coefficient estimate.
The confidence level for the interval is set in the Options dialog box.

t-test. Displays a t test of each coefficient estimate. The null hypothesis for each
test is that the value of the coefficient is 0.

Covariances of parameter estimates. Displays an estimate of the covariance matrix
for the model coefficients.

Correlations of parameter estimates. Displays an estimate of the correlation matrix
for the model coefficients.

Design effect. The ratio of the variance of the estimate to the variance obtained
by assuming that the sample is a simple random sample. This is a measure of

the effect of specifying a complex design, where values further from 1 indicate
greater effects.

Square root of design effect. This is a measure of the effect of specifying a complex
design, where values further from 1 indicate greater effects.

Model Assumptions. This group allows you to produce a test of the proportional
hazards assumption. The test compares the fitted model to an alternative model that
includes time-dependent predictors X* _TF for each predictor X, where _TF is the
specified time function.

Time Function. Specifies the form of _TF for the alternative model. For the identity
function, _TF=T_. For the log function, _TF=log(T_). For Kaplan-Meier,
_TF=1-Sum(T_), where Sqv(.) is the Kaplan-Meier estimate of the survival
function. For rank, _TF is the rank-order of T_ among the observed end times.

Parameter estimates for alternative model. Displays the estimate, standard error, and
confidence interval for each parameter in the alternative model.

Covariance matrix for alternative model. Displays the matrix of estimated
covariances between parameters in the alternative model.

Baseline survival and cumulative hazard functions. Displays the baseline survival
function and baseline cumulative hazards function along with their standard errors.

Note: If time-dependent predictors defined on the Predictors tab are included in the
model, this option is not available.
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Plots

Figure 12-8
Cox Regression dialog box, Plots tab

& Complex Samples Cox Regression

Time anc Event | Predictors | Subgroups | Model | Statistics [ Plots ] Hypothesis Tests | Save | Export | Options

rPlots

D Survival function

D Log-minus-log of survival function
D Hazard function

D 2ne minus survival function

I:‘ Dizplay confidence intervals in sel
Plot Factors at;
Factor Level Separate Lines

Marital status (Highest level)

Social status 20 O

Level of education (Highest level) O
Plot Covariates at:

Covariate Value
Agein years (Mean)
t_age (Mean)

By default, covariates in the model are evaluated at their means, and factors in the model are evaluated at their highest levels. You can change the
value at which any model predictor is evaluated and plot separate lines for each level of one factor variakle.

ok [ Paste ][ Reset ]I Cancel H Help ]

The Plots tab allows you to request plots of the hazard function, survival function,
log-minus-log of the survival function, and one minus the survival function. You can

also choose to plot confidence intervals along the specified functions; the confidence
level is set on the Options tab.

Predictor patterns. You can specify a pattern of predictor values to be used for the
requested plots and the exported survival file on the Export tab. Note that these

options are not available if time-dependent predictors defined on the Predictors tab are
included in the model.
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m  Plot Factors at. By default, each factor is evaluated at its highest level. Enter or
select a different level if desired. Alternatively, you can choose to plot separate
lines for each level of a single factor by selecting the check box for that factor.

m Plot Covariates at. Each covariate is evaluated at its mean. Enter or select a
different value if desired.

Hypothesis Tests

Figure 12-9
Cox Regression dialog box, Hypothesis Tests tab

| Complex Samples Cox Regression
Time anc Event Predictors Subgroups Model Statistics Plots Hypothesis Tests Save Export Options
Test Statistic Sampling Degrees of Freedom
®F () Based on sample design
() Adjusted F I Figed
-:::3 Chi-sguare

() Adjusted Chi-square

Adjustment for Multiple Comparisons
(3) Least significant difference

() sequertial Sidak

() Sequertial Bonferroni

() Sidak

() Bonferroni

|| oK ||| Paste || Reset || Cancel H Help

Test Statistic. This group allows you to select the type of statistic used for testing

hypotheses. You can choose between F, adjusted F, chi-square, and adjusted
chi-square.
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Sampling Degrees of Freedom. This group gives you control over the sampling design
degrees of freedom used to compute p values for all test statistics. If based on the
sampling design, the value is the difference between the number of primary sampling
units and the number of strata in the first stage of sampling. Alternatively, you can set
a custom degrees of freedom by specifying a positive integer.

Adjustment for Multiple Comparisons. When performing hypothesis tests with multiple
contrasts, the overall significance level can be adjusted from the significance levels for
the included contrasts. This group allows you to choose the adjustment method.

Least significant difference. This method does not control the overall probability
of rejecting the hypotheses that some linear contrasts are different from the null
hypothesis values.

Sequential Sidak. This is a sequentially step-down rejective Sidak procedure that is
much less conservative in terms of rejecting individual hypotheses but maintains
the same overall significance level.

Sequential Bonferroni. This is a sequentially step-down rejective Bonferroni
procedure that is much less conservative in terms of rejecting individual
hypotheses but maintains the same overall significance level.

Sidak. This method provides tighter bounds than the Bonferroni approach.

Bonferroni. This method adjusts the observed significance level for the fact that
multiple contrasts are being tested.
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Save

Figure 12-10
Cox Regression dialog box, Save tab

| Complex Samples Cox Regression

Time anc Event Predictors Subgroups Model Statistics Plots Hypothesis Tests Save Export Options

Save Variables
Variables:
Save | ltem to Save Variable Hame /Rootname

[»

Survival function

Lower bound of confidence interval for survival function

Upper bound of confidence interval for survival function
Cumulative hazard function

Lower bound of confidence interval for cumulative hazard function
Upper bound of confidence interval for cumulative hazard function
Predicted value of linear predictor

Schoenfeld residual (one variable per model parameter)

Martingale resicual

Deviance residual

Cox-Snell residual

Score residual (one variable per model parameter)

OoooooOooooooo

DFEeta residual (one variable per model parameter)

l

Names of Saved Variables

(2) Automatically generate unigue names

Select this option if you want to add a new set of model variables to your dataset each time you do an analysis.

() Custom names

Specify names in the Variables list. If you select this option, any existing variables with the same name or rootname are replaced each time you
do an analysis

| oK “ Paste || Reset || Cancel H Help |

Save Variables. This group allows you to save model-related variables to the active
dataset for further use in diagnostics and reporting of results. Note that none of these
are available when time-dependent predictors are included in the model.

®m  Survival function. Saves the probability of survival (the value of the survival
function) at the observed time and predictor values for each case.

®  Lower hound of confidence interval for survival function. Saves the lower bound of
the confidence interval for the survival function at the observed time and predictor
values for each case.
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Upper bound of confidence interval for survival function. Saves the upper bound of
the confidence interval for the survival function at the observed time and predictor
values for each case.

Cumulative hazard function. Saves the cumulative hazard, or —In(survival), at the
observed time and predictor values for each case.

Lower bound of confidence interval for cumulative hazard function. Saves the lower
bound of the confidence interval for the cumulative hazard function at the observed
time and predictor values for each case.

Upper bound of confidence interval for cumulative hazard function. Saves the upper
bound of the confidence interval for the cumulative hazard function at the observed
time and predictor values for each case.

Predicted value of linear predictor. Saves the linear combination of reference value
corrected predictors times regression coefficients. The linear predictor is the ratio
of the hazard function to the baseline hazard. Under the proportional hazards
model, this value is constant across time.

Schoenfeld residual. For each uncensored case and each nonredundant parameter
in the model, the Schoenfeld residual is the difference between the observed value
of the predictor associated with the model parameter and the expected value of the
predictor for cases in the risk set at the observed event time. Schoenfeld residuals
can be used to help assess the proportional hazards assumption; for example, for
a predictor X, plots of the Schoenfeld residuals for the time-dependent predictor
x*In(T_) versus time should show a horizontal line at 0 if proportional hazards
holds. A separate variable is saved for each nonredundant parameter in the model.
Schoenfeld residuals are only computed for uncensored cases.

Martingale residual. For each case, the martingale residual is the difference
between the observed censoring (0 if censored, 1 if not) and the expectation of
an event during the observation time.

Deviance residual. Deviance residuals are martingale residuals “adjusted” to
appear more symmetrical about 0. Plots of deviance residuals against predictors
should reveal no patterns.

Cox-Snell residual. For each case, the Cox-Snell residual is the expectation of an
event during the observation time, or the observed censoring minus the martingale
residual.
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Score residual. For each case and each nonredundant parameter in the model,
the score residual is the contribution of the case to the first derivative of the
pseudo-likelihood. A separate variable is saved for each nonredundant parameter
in the model.

DFBeta residual. For each case and each nonredundant parameter in the model, the
DFBeta residual approximates the change in the value of the parameter estimate
when the case is removed from the model. Cases with relatively large DFBeta
residuals may be exerting undue influence on the analysis. A separate variable is
saved for each nonredundant parameter in the model.

Aggregated residuals. When multiple cases represent a single subject, the
aggregated residual for a subject is simply the sum of the corresponding case
residuals over all cases belonging to the same subject. For Schoenfeld’s residual,
the aggregated version is the same as that of the non-aggregated version because
Schoenfeld’s residual is only defined for uncensored cases. These residuals are
only available when a subject identifier is specified on the Time and Event tab.

Names of Saved Variables. Automatic name generation ensures that you keep all your
work. Custom names allow you to discard/replace results from previous runs without
first deleting the saved variables in the Data Editor.
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Export

Figure 12-11
Cox Regression dialog box, Export tab

& Complex Samples Cox Regression

Time anc Event Predictors Subgroups Mocdel Statistics Plots Hypothesis Tests Save Export Options

D Export model as data I:‘ Export survival function as data
Destination Destination
Contents

I:‘ Export model as XML

|| oK ||| Paste || Reset || Cancel H Help |

Export model as SPSS Statistics data. Writes an SPSS Statistics dataset containing the
parameter correlation or covariance matrix with parameter estimates, standard errors,
significance values, and degrees of freedom. The order of variables in the matrix
file is as follows.

m rowtype_. Takes values (and value labels), COV (Covariances), CORR
(Correlations), EST (Parameter estimates), SE (Standard errors), SIG (Significance
levels), and DF (Sampling design degrees of freedom). There is a separate case
with row type COV (or CORR) for each model parameter, plus a separate case for
each of the other row types.
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varname_. Takes values P1, P2, ..., corresponding to an ordered list of all model
parameters, for row types COV or CORR, with value labels corresponding to the
parameter strings shown in the parameter estimates table. The cells are blank for
other row types.

P1, P2, ... These variables correspond to an ordered list of all model parameters,
with variable labels corresponding to the parameter strings shown in the
parameter estimates table, and take values according to the row type. For
redundant parameters, all covariances are set to zero; correlations are set to the
system-missing value; all parameter estimates are set at zero; and all standard
errors, significance levels, and residual degrees of freedom are set to the
system-missing value.

Note: This file is not immediately usable for further analyses in other procedures that
read a matrix file unless those procedures accept all the row types exported here.

Export survival function as SPSS Statistics data. Writes an SPSS Statistics dataset
containing the survival function; standard error of the survival function; upper and
lower bounds of the confidence interval of the survival function; and the cumulative
hazards function for each failure or event time, evaluated at the baseline and at the
predictor patterns specified on the Plot tab. The order of variables in the matrix file
is as follows.

Baseline strata variabhle. Separate survival tables are produced for each value of
the strata variable.

Survival time variable. The event time; a separate case is created for each unique
event time.

Sur_0, LCL_Sur_0, UCL_Sur_0. Baseline survival function and the upper and lower
bounds of its confidence interval.

Sur_R, LCL_Sur_R, UCL_Sur_R. Survival function evaluated at the “reference”
pattern (see the pattern values table in the output) and the upper and lower bounds
of its confidence interval.

Sur_#.#, LCL_Sur_##, UCL_Sur_#4#, ... Survival function evaluated at each of the
predictor patterns specified on the Plots tab and the upper and lower bounds of
their confidence intervals. See the pattern values table in the output to match
patterns with the number #.#.

Haz_0, LCL_Haz_0, UCL_Haz_0. Baseline cumulative hazard function and the upper
and lower bounds of its confidence interval.
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m  Haz_R, LCL_Haz_R, UCL_Haz_R. Cumulative hazard function evaluated at the
“reference” pattern (see the pattern values table in the output) and the upper and
lower bounds of its confidence interval.

m  Haz_#4#, LCL_Haz_##, UCL_Haz_#4#, ... Cumulative hazard function evaluated at
each of the predictor patterns specified on the Plots tab and the upper and lower
bounds of their confidence intervals. See the pattern values table in the output to
match patterns with the number #.#.

Export model as XML. Saves all information needed to predict the survival function,
including parameter estimates and the baseline survival function, in XML (PMML)
format. SmartScore and SPSS Statistics Server (a separate product) can use this model
file to apply the model information to other data files for scoring purposes.
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Figure 12-12
Cox Regression dialog box, Options tab

& Complex Samples Cox Regression

Time anc Event Predictors Subgroups Model Statistics Plots Hypothesis Tests Save Export Options

Estimation Survival Functions

Method for estimating baseline survival functions:
Maximum Hterations: 100

(=) Efron method

Maximum Step-Halving: \_J) Breslow method

() Produgt-limit methad

7 Limit terati . .
Limit iterations based on change in parameter estinates Confidence intervals of survival functions:

O Compute based on transformed survival

Minimum Change: . "
|DDUDUU1 | TyPe: |Relative = ' function, then back transform to original units

[ Limt iterations based on change in log-ikelihood Transformation: || og -

— Compute based on original units
" of survival function

[] Display teration history

User-Missing Values

Tie-breaking method for parameter estimation: (3) Treat as invalid

( )'_n ™
Efron () Treat as valid

() Breslow
This setting applies to all categorical model and
sample design variables.

Confidence intervall%):

|| oK ||| Paste || Reset || Cancel H Help |

Estimation. These controls specify criteria for estimation of regression coefficients.

Maximum lterations. The maximum number of iterations the algorithm will
execute. Specify a non-negative integer.

Maximum Step-Halving. At each iteration, the step size is reduced by a factor of 0.5
until the log-likelihood increases or maximum step-halving is reached. Specify
a positive integer.

Limit iterations based on change in parameter estimates. When selected, the
algorithm stops after an iteration in which the absolute or relative change in the
parameter estimates is less than the value specified, which must be positive.



118

Chapter 12

Limit iterations based on change in log-likelihood. When selected, the algorithm
stops after an iteration in which the absolute or relative change in the log-likelihood
function is less than the value specified, which must be positive.

Display iteration history. Displays the iteration history for the parameter estimates
and pseudo log-likelihood and prints the last evaluation of the change in parameter
estimates and pseudo log-likelihood. The iteration history table prints every n
iterations beginning with the Oth iteration (the initial estimates), where N is the
value of the increment. If the iteration history is requested, then the last iteration is
always displayed regardless of n.

Tie breaking method for parameter estimation. When there are tied observed failure
times, one of these methods is used to break the ties. The Efron method is more
computationally expensive.

Survival Functions. These controls specify criteria for computations involving the
survival function.

Method for estimating baseline survival functions. The Breslow (or Nelson-Aalan or
empirical) method estimates the baseline cumulative hazard by a nondecreasing
step function with steps at the observed failure times, then computes the baseline
survival by the relation survival=exp(—cumulative hazard). The Efron method

is more computationally expensive and reduces to the Breslow method when
there are no ties. The product limit method estimates the baseline survival by a
non-increasing right continuous function; when there are no predictors in the
model, this method reduces to Kaplan-Meier estimation.

Confidence intervals of survival functions. The confidence interval can be calculated
in three ways: in original units, via a log transformation, or a log-minus-log
transformation. Only the log-minus-log transformation guarantees that the bounds
of the confidence interval will lie between 0 and 1, but the log transformation
generally seems to perform “best.”

User Missing Values. All variables must have valid values for a case to be included
in the analysis. These controls allow you to decide whether user-missing values
are treated as valid among categorical models (including factors, event, strata, and
subpopulation variables) and sampling design variables.

Confidence interval(%). This is the confidence interval level used for coefficient
estimates, exponentiated coefficient estimates, survival function estimates, and
cumulative hazard function estimates. Specify a value greater than or equal to 0,
and less than 100.
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CSCOXREG Command Additional Features

The command language also allows you to:

m  Perform custom hypothesis tests (using the CUSTOM subcommand and /PRINT
LMATRIX).

Tolerance specification (using /CRITERIA SINGULAR).
General estimable function table (using /PRINT GEF).

Multiple predictor patterns (using multiple PATTERN subcommands).

Maximum number of saved variables when a rootname is specified (using the
SAVE subcommand). The dialog honors the CSCOXREG default of 25 variables.

See the Command Syntax Reference for complete syntax information.
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Complex Samples Sampling
Wizard

The Sampling Wizard guides you through the steps for creating, modifying, or
executing a sampling plan file. Before using the wizard, you should have a well-defined
target population, a list of sampling units, and an appropriate sample design in mind.

Obtaining a Sample from a Full Sampling Frame

A state agency is charged with ensuring fair property taxes from county to county.
Taxes are based on the appraised value of the property, so the agency wants to survey a
sample of properties by county to be sure that each county’s records are equally up to
date. However, resources for obtaining current appraisals are limited, so it’s important
that what is available is used wisely. The agency decides to employ complex sampling
methodology to select a sample of properties.

A listing of properties is collected in property_assess cs.sav. For more information,
see Sample Files in Appendix A on p. 309. Use the Complex Samples Sampling
Wizard to select a sample.

Using the Wizard

» To run the Complex Samples Sampling Wizard, from the menus choose:

Analyze
Complex Samples
Select a Sample...

121
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Figure 13-1
Sampling Wizard, Welcome step

ampling Wizar

Wwielcome ta the Sampling 'wizard

The Sampling ‘wizard helps you design and select a complex sample. ‘r'our selections will be saved to a plan file that you can use at
analysiz time to indicate how the data were sampled.

‘fou can alzo use the wizard to madify a sampling plan or draw a sample according ko an existing plan.

What would vou like to do?

(*) Design a sample

Chaoze thiz option if you have nat File:
created a plan file. You will have the 18 | /poperty_assess.csplan | [ Browse... ]

option ta draw the sample.

() Edit a zample design

Chooze thiz option if you want to add.

remove, of modify stages of an existing  Fil=: l:l Brawse...

plan. *rou will have the option ta draw
the zample.

() Draw a zample

Choose this ophion if you aleady have - l:l
a plan file and want to draw a sample. File: Browse..

< Back Firizh [ Cancel ] [ Help

» Select Design a sample, browse to where you want to save the file, and type
property_assess.csplan as the name of the plan file.

» Click Next.



123

Complex Samples Sampling Wizard

Figure 13-2
Sampling Wizard, Design Variables step (stage 1)

Sampling Wizard

Stage 1: Deszign Yariables

In this panel you can skatify your zample or define clusters. You can alzo provide a label for the stage that will be uzed in the output.

It sampling weights exist from a prior stage of the sample design you can use them as input to the curent stage.

Welcome .
< Stage 1 Wariables: Stratify By
P} Design varishles &5 Propeity 1D [propid] & County [county]
IMethod &) Meighborhood [nbrh... 4
Sample Size f‘(ears zince last appr...

&Value at lagt appraiz...
LClusters:
@é&;\ Tawnszhip [town]

4
Input 5 ample wWeight:
>
Stage Label:
> = incomplete section
[ < Back H Mewt > l Cancel ] [ Help

» Select County as a stratification variable.
» Select Township as a cluster variable.

» Click Next, and then click Next in the Sampling Method step.

This design structure means that independent samples are drawn for each county. In
this stage, townships are drawn as the primary sampling unit using the default method,
simple random sampling.
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Figure 13-3
Sampling Wizard, Sample Size step (stage 1)

Sampling Wizard

Stage 1: Sample Size

it can vary for different strata.
If you specify zample sizes az proportions You can alzo et the minimum or maximum number of units to draw.

Welcome ;
Stage 1 Wariables:

Design Variables & Propeity 1D [propid] Units: | Counts

IMethod &5 Meighborhood [nbrh...

b Sample Size f‘(ears zince last appr...

Output Variables &7 Value at last apprai...
Summary
Add Stage 2

%) Walue:
I

Selection Options
Cutput Files
Completion

In thiz panel pou specify the number or proportion of units to be zampled in the current stage. The zample size can be fided across strata or

The size value applies
ta each stratum.

Craw Sample ) Unequal values for strata;

() Bead values fram variable:

[ < Back H Mewt > ][ Firizh ] [ Cancel ] [ Help

» Select Counts from the Units drop-down list.
» Type 4 as the value for the number of units to select in this stage.

» Click Next, and then click Next in the Output Variables step.
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Figure 13-4
Sampling Wizard, Plan Summary step (stage 1)

Sampling Wizard

Stage 1: Plan Summary

Thiz panel summarizes the sampling plan za far. You can add anather stage to the design.

If you choose naot to add a stage the next step iz to et options for drawing your sample.

Weltame Surman:
Stage 1 = e

Desicn Varisblzs Stage |Label | Strat= Clusters  |Size [Method |

Method 1 (Maone) courty towvn 4 Simple Random
Sampling (MWOR)

Sample Size
Qutput ariables
» Surnmary
Add Stage 2
Draw Sample
Selection Options
Output Files File: c:hproperty_aszzess. caplan
Completion

[0 you want ko add stage 27

[OhY (O Mo, do not add another stage now
Choosze this option if the Choosze this option if stage 2
working data file containz data are not available vet or pour
data for stage 2. dezigh has only one stage.
< Back H Mewt > l Cancel ] [ Help

» Select Yes, add stage 2 now.

» Click Next.



126

Chapter 13

Figure 13-5

Sampling Wizard, Design Variables step (stage 2)

Sampling Wizard

Stage 2 Deszign Yariables

Welcome

Stage 1
Design Yariables
tethod
Sample Size
Qutput ariables
Surmnmary

@ Stage 2

P Design variables
tethod
Sample Size

In this panel you can skatify your zample or define clusters. You can alzo provide a label for the stage that will be uzed in the output.

It sampling weights exist from a prior stage of the sample design you can use them as input to the curent stage.

Wariables:
&) Froperty D [propid]
‘Years since last appr...
f\-"alue at last appraiz...

[ < Back H Mewt >

Stratify By
¢ Neighborhaod [nbrh. .
4
LClusters:
2
Stage Label:
l Cancel ] [ Help

» Select Neighborhood as a stratification variable.

» Click Next, and then click Next in the Sampling Method step.

This design structure means that independent samples are drawn for each neighborhood
of the townships drawn in stage 1. In this stage, properties are drawn as the primary
sampling unit using simple random sampling.
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Figure 13-6
Sampling Wizard, Sample Size step (stage 2)

Sampling Wizard

Stage 2 Sample Size

In thiz panel pou specify the number or proportion of units to be zampled in the current stage. The zample size can be fided across strata or
it can vary for different strata.

If you specify zample sizes az proportions You can alzo et the minimum or maximum number of units to draw.

Welcome i

Stage 1 Wariables: . :
Design Yariahles & Fropeity 1D [propid] Urits: | Proportions v
Method f‘(ears since last appr...
Sample Size f\-"alue at last apprais...

) %) Walue:
Oubput Yariables 0z The size value applies

Surmnmary to each stratum,
Stage 2

Design Yariables
fethod
b sample Size

Qutput Variables
Summary () Bead values fram variable:

Add Stage 3 >

Draw Sample
Selection Options
Cutput Files

Campletion Minimurm Il i

Count: Count:

) Unequal values for strata;

[ < Back H Mewt > ][ Firizh ] [ Cancel ] [ Help

» Select Proportions from the Units drop-down list.
» Type 0.2 as the value of the proportion of units to sample from each stratum.

» Click Next, and then click Next in the Output Variables step.
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Figure 13-7

Sampling Wizard, Plan Summary step (stage 2)

Sampling Wizard

Stage 2: Plan Summary

Welcome
Stage 1
Design Yariables
tethod
Sample Size
Qutput ariables
Surmnmary
Stage 2
Design Yariables
tethod
Sample Size
Qutput Variables
» Surnnary
Add Stage 3
Draw Sample
Selection Options
Cutput Files
Campletion

Thiz panel summarizes the sampling plan za far. You can add anather stage to the design.

If you choose naot to add a stage the next step iz to et options for drawing your sample.

Summary:
Stage |Label | Strat= Clusters Size [Method
1 (Maone) courty towvn 4 Simple Random
Sampling (MWOR)
2 [Mone) nbrhood 0.z Simple Random
Sampling (WO
File: c:hproperty_aszzess. caplan
[0 you want bo add stage 37
(O es, add stage 3 now (®) Mo, do not add another stage now

Choosze this option if the
working data file containz
data for stage 3.

Choosze this option if stage 3
data are not available vet or pour
dezign has only bwo stages.

[ ¢Back || Mew> | [ Firish

] [ Cancel ] [ Help

» Look over the sampling design, and then click Next.
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Figure 13-8
Sampling Wizard, Draw Sample, Selection Options step

Sampling Wizard

Draw Sample: Selection Options

In this panel pou can choose whether ta draw a sample. You can pick which stages to extract and zet other sampling options such as the
seed uzed for randam number generation.

Welcome
Stage 1 Do you wart b draw a sample?
Design Yariables
Methad @Yes  Stages Al1.2) v
Sample Size OMg
Qutput ariables
Surmnmary
Stage 2 What type of seed value do you want to use?
Design Yariables
Method (" & randomly-chosen number
Sample Size Enter a custom seed value if
X you want to
Oukput Yariables (©) Custom value: | 241372 reproduce the zample later.
Surnmary
Add Stage 3
Draw Sample . ) . -
b Selection Opti Include in the zample frame cazes with uzer-migzing values of stratification or
Oe tec ItD;'I pHons clustering variables
utput Files
Completion @ Wwiorking data are sorted by stratification variables [presorted data may speed
processing)
[ < Back H Mewt > l [ Firizh ] [ Cancel ] [ Help ]

» Select Custom value for the type of random seed to use, and type 241972 as the value.

Using a custom value allows you to replicate the results of this example exactly.

» Click Next, and then click Next in the Draw Sample Output Files step.
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Figure 13-9
Sampling Wizard, Finish step

Sampling Wizard

Completing the Sampling ‘wizard
‘t'ou have provided all of the information needed ta create a sample design and draw a sample.

*Y'ou can return to the Sampling ‘wizard later if you need to add or modify stages. After all the stages have been sampled you can uze the
plan file in any Complex S amples analyziz procedure to indicate how the zample wazs drawn.

Welcome

Stage 1
Design Yariables
tethod
Samplz Size | 2R AL R W R PR R
Qutput ariables
Surmnmary

Stage 2
Design Yariables
tethod
Sample Size
Qutput Variables
Surnmary

Add Stage 3

Draw Sample
Selection Options
Cutput Files

P Completion

What da you want to da?

() Paste the syntax generated by the Wwizard inko & syntas window

To close this wizard, click Finish.

I Firizh ] [ Cancel ] [ Help

» Click Finish.

These selections produce the sampling plan file property_assess.csplan and draw a
sample according to that plan.
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Figure 13-10
Plan summary
Stage 1 Stage 2
Design Stratification 1 Meighbarho
Wariahles caunty od
Cluster 1 Township
Sample ) Selection Method Simple Simple
Information
rancom random
sampling sampling
writhout without
replacement replacement
Mumber of Units Sampled 4
“ariables Stagewize Inchusion Inclusian Inclusion
Created ar (Selection) Probakility Prabaiity 1 Prokability_
Macified robaility 1 1a_
Stagewize Cumulstive Sample Sample
Sample Weight Weigght Wizight
Cumulstive_ Cumulative_
1_ 2_
Propartion of Units Sampled 5
i:uoarl;jtsion Estimator Assumption Ecqusl Equal
probakbility probability
sampling sampling
writhout without
replacement replacement
Inclusion Prokaility Chtsined
Ohtained fram
fram variable variable
Inclusion Incluzion
Probability_1_ | Prokability_
2_

Plan File: cporoperty_aszess csplan
Weight Variable: Sampleveight _Final_

The summary table reviews your sampling plan and is useful for making sure that the
plan represents your intentions.
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Sampling Summary

Figure 13-11
Stage summary

Proportion of Units
Mumber of Units Sampled Sampled
Courty Requested Actual Reguested Actual
Ezstern 4 4 44 4% 44 4%
Central 4 4 S7T1% a7 A1%
Wiestern 4 4 25.0% 25.0%
Morthern 4 4 44 49 44 4%
Southern 4 4 50.0% S0.0%

Flan File: chproperty_sssess.csplan

This summary table reviews the first stage of sampling and is useful for checking
that the sampling went according to plan. Four townships were sampled from each
county, as requested.

Figure 13-12
Stage summary

Propartion of Units
Mumber of Units Sampled Sampled

Courty Towenzhip  Meighborhood | Reguested Actual Requested Actual
Eastern 2 a8 4 4 20.0% 19.0%
9 14 14 20.0% 206%
10 7 7 20.0% 18.9%
11 14 14 20.0% 20.0%
g 36 13 13 20.0% 20.3%
37 14 14 20.0% 206%
38 13 13 20.0% 206%
7 43 12 12 20.0% 20.7%
44 11 11 20.0% 19.6%
45 11 11 20.0% 20.8%
46 13 13 20.0% 20.0%
] a7 13 13 20.0% 206%
58 5 E 20.0% 18.5%
59 11 11 20.0% 19.3%
&0 13 13 20.0% 19.4%
Central 22 143 a 9 20.0% 19.6%
149 ] g 20.0% 20.0%

This summary table (the top part of which is shown here) reviews the second stage
of sampling. It is also useful for checking that the sampling went according to plan.
Approximately 20% of the properties were sampled from each neighborhood from

each township sampled in the first stage, as requested.
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Sample Results
Figure 13-13
Data Editor with sample results
propid | nbrhood| town | county| time | lastval InclusionPi‘SampleWei InclusionPi‘SampleWei SampleWeil
obability_1_| ghtCumulat{ obability_2 [ ghtCumulat] ght_Final_
ve 1 we
273| 577.0 g 2 1 4| 181.70
274| 578.0 g 2 1 5| 189.60
275| 575.0 g 2 1 4| 200.10
275| 580.0 ] 2 1 50 211.50
277| 581.0 8 2 1 4| 181.50
278| B41.0 ] 2 1 7| 192.40 . . . . .
279| B42.0 g 2 1 G| 236.70 A4 225 21 10.93 10.93
280 B43.0 9 2 1 6| 150.40 A4 225 21 10.93 10.93
281| 644.0 9 2 1 g| 204.80
282| B45.0 9 2 1 6| 22540 . . . . .
283| B46.0 ] 2 1 7| 180.80 A4 225 21 10.93 10.93
284| B47.0 ] 2 1 5| 176.80 . . . . Lo
1 v \DataView A Variahla view [ |< >

You can see the sampling results in the Data Editor. Five new variables were saved
to the working file, representing the inclusion probabilities and cumulative sampling
weights for each stage, plus the final sampling weights.

m  Cases with values for these variables were selected to the sample.

m  Cases with system-missing values for the variables were not selected.

The agency will now use its resources to collect current valuations for the properties
selected in the sample. Once those valuations are available, you can process

the sample with Complex Samples analysis procedures, using the sampling plan
property_assess.csplan to provide the sampling specifications.

Obtaining a Sample from a Partial Sampling Frame

A company is interested in compiling and selling a database of high-quality survey
information. The survey sample should be representative but efficiently carried out, so
complex sampling methods are used. The full sampling design calls for the following

structure:
Stage Strata Clusters
1 Region Province
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2 District City
3 Subdivision

In the third stage, households are the primary sampling unit, and selected households
will be surveyed. However, since information is easily available only to the city level,
the company plans to execute the first two stages of the design now and then collect
information on the numbers of subdivisions and households from the sampled cities.
The available information to the city level is collected in demo_cs 1.sav. For more
information, see Sample Files in Appendix A on p. 309. Note that this file contains a
variable Subdivision that contains all 1’s. This is a placeholder for the “true” variable,
whose values will be collected after the first two stages of the design are executed, that
allows you to specify the full three-stage sampling design now. Use the Complex
Samples Sampling Wizard to specify the full complex sampling design, and then
draw the first two stages.

Using the Wizard to Sample from the First Partial Frame

>

To run the Complex Samples Sampling Wizard, from the menus choose:

Analyze
Complex Samples
Select a Sample...
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Figure 13-14
Sampling Wizard, Welcome step

ampling Wizar

Wwielcome ta the Sampling 'wizard

The Sampling ‘wizard helps you design and select a complex sample. ‘r'our selections will be saved to a plan file that you can use at
analysiz time to indicate how the data were sampled.

‘fou can alzo use the wizard to madify a sampling plan or draw a sample according ko an existing plan.

What would vou like to do?

(*) Design a sample

Chaoze thiz option if you have nat
created a plan file. Wou will have the
option ta draw the sample.

File: | fdemo.ceplan | [B[owse...]

() Edit a zample design

Chooze thiz option if you want to add.

remove, of modify stages of an existing  Fil=: l:l Brawmse...

plan. *rou will have the option ta draw
the zample.

() Draw a zample

Choose this ophion if you aleady have - l:l
a plan file and want to draw a sample. File: Browse..

< Back Firizh [ Cancel ] [ Help

» Select Design a sample, browse to where you want to save the file, and type
demo.csplan as the name of the plan file.

» Click Next.



136

Chapter 13

Figure 13-15
Sampling Wizard, Design Variables step (stage 1)

Sampling Wizard

Stage 1: Deszign Yariables

In this panel you can skatify your zample or define clusters. You can alzo provide a label for the stage that will be uzed in the output.

It sampling weights exist from a prior stage of the sample design you can use them as input to the curent stage.

Welcome
& stage 1 Wariables: Shratify By
P} Design varishles &) Diistrict [district] &) Region [region]
IMethod &) Clity [ity] 4
Sample Size &) Subdivision [subdivis...

Clusters:

@é&;\ Fravince [province]

4
Input 5 ample wWeight:
>
Stage Label:
> = incomplete section
[ < Back H Mewt > l Cancel ] [ Help

» Select Region as a stratification variable.
» Select Province as a cluster variable.

» Click Next, and then click Next in the Sampling Method step.

This design structure means that independent samples are drawn for each region. In
this stage, provinces are drawn as the primary sampling unit using the default method,
simple random sampling.
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Figure 13-16

Sampling Wizard, Sample Size step (stage 1)

Complex Samples Sampling Wizard

Sampling Wizard

Stage 1: Sample Size

it can vary for different strata.

Welcome

Stage 1
Design Yariables
tethod

» Sample Size
Qutput ariables
Surmnmary

Add Stage 2

Draw Sample
Selection Options
Cutput Files

Completion

Y ariables:

& District [district]
& City [city]

&b Subdivision [subdivis...

In thiz panel pou specify the number or proportion of units to be zampled in the current stage. The zample size can be fided across strata or

If you specify zample sizes az proportions You can alzo et the minimum or maximum number of units to draw.

Units: | Courts w
%) Walue:
3 The size value applies

ta each stratum.

) Unequal values for stata:

() Bead values from variable:

]

[ < Back H

Mewt >

] [ Firiizh ] [ Caricel ] [ Help

» Select Counts from the Units drop-down list.

» Type 3 as the value for the number of units to select in this stage.

» Click Next, and then click Next in the Output Variables step.
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Figure 13-17
Sampling Wizard, Plan Summary step (stage 1)

Sampling Wizard

Stage 1: Plan Summary

Thiz panel summarizes the sampling plan za far. You can add anather stage to the design.

If you choose naot to add a stage the next step iz to et options for drawing your sample.

Weltame Surman:
Stage 1 = e

Design Variables Stage | Label | Strat= Clusters Size

[Method

Method 1 (Maone) reginn province 3

Sample Size
Qutput ariables
» Surnmary
Add Stage 2
Draw Sample
Selection Options
Output Files File: c:hdemo_1.czplan
Completion

[0 you want ko add stage 27

< Back H Mewt > l

Simple Random
Sampling (MWOR)

[OhY (O Mo, do not add another stage now
Choosze this option if the Choosze this option if stage 2
working data file containz data are not available vet or pour
data for stage 2. dezigh has only one stage.

Cancel ] [

Help

» Select Yes, add stage 2 now.

» Click Next.
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Figure 13-18
Sampling Wizard, Design Variables step (stage 2)

Sampling Wizard

Stage 2 Deszign Yariables

In this panel you can skatify your zample or define clusters. You can alzo provide a label for the stage that will be uzed in the output.

It sampling weights exist from a prior stage of the sample design you can use them as input to the curent stage.

Welcome .

Stage 1 Y ariables: Stratify By
Diesign Yarishles &) Subdivizion [subdiviz. .. &) Diigtrict [district]
tethod 4
Sample Size
Qutput ariables
Surmnmary

@ Stage 2

P Design variables
tethod 4
Sample Size

LClusters:
it City [city]

Stage Label:

[ < Back H Mewt > l Cancel ] [ Help

» Select District as a stratification variable.
» Select City as a cluster variable.

» Click Next, and then click Next in the Sampling Method step.

This design structure means that independent samples are drawn for each district. In
this stage, cities are drawn as the primary sampling unit using the default method,
simple random sampling.
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Figure 13-19
Sampling Wizard, Sample Size step (stage 2)

Sampling Wizard

Stage 2 Sample Size

In thiz panel pou specify the number or proportion of units to be zampled in the current stage. The zample size can be fided across strata or
it can vary for different strata.

If you specify zample sizes az proportions You can alzo et the minimum or maximum number of units to draw.

Welcome ;

Stage 1 Wariables: . .
Dizsign Yariables &) Subdivision [subdivis. . Urits: | Proportions A
tethod
Sample Size

) %) Walue:
Oubput Yariables 0 The size value applies

Surmnmary to each stratum,
Stage 2

Design Yariables
fethod
b sample Size

Qutput Variables
Summary () Bead values from variable:

Add Stage 3 >

Draw Sample
Selection Options
Cutput Files

Campletion Minimurm Il i

Count: Count:

) Unequal values for strats:

[ < Back H Mewt > ][ Firizh ] [ Cancel ] [ Help

» Select Proportions from the Units drop-down list.
» Type 0.1 as the value of the proportion of units to sample from each strata.

» Click Next, and then click Next in the Output Variables step.
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Figure 13-20
Sampling Wizard, Plan Summary step (stage 2)

Sampling Wizard

Stage 2: Plan Summary
Thiz panel summarizes the sampling plan za far. You can add anather stage to the design.

If you choose naot to add a stage the next step iz to et options for drawing your sample.

< Back H Mewt > l

Welcome
Summary:
Stage 1 -
Desicn Varisblzs Stage |Label | Strat= Clusters  |Size [Method
Method 1 (Maone) reginn province 3 Simple Random
Sample Size _— . S.amphng QMR
Output Yariables 2 [Mone) district city 041 g::;alﬁlfandomm
Surmnmary pling (0
Stage 2
Design Yariables
tethod
sample Size File: demo. ceplan
Qutput Variables
P Summary Do you want to add stage 37
Add Stage 3
Draw Sample [Oh (O Mo, do not add another stage now
Selection Options Chiooge this option if the Choose this option if stage 3
Cutput Files working data file containz data are not available yet or your
Comnpletion data for stage 3. design haz anly bwo stages.

Cancel ] [

Help

» Select Yes, add stage 3 now.

» Click Next.
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Figure 13-21

Sampling Wizard, Design Variables step (stage 3)

Sampling Wizard

Stage 3 Deszign Yariables

In this panel you can skatify your zample or define clusters. You can alzo provide a label for the stage that will be uzed in the output.

It sampling weights exist from a prior stage of the sample design you can use them as input to the curent stage.

Stage 1
Design variables
Method
Sample Size
Cutput Variables
Surmary

Stage 2
Design variables
Method
Sample Size
Cutput Yariables
Surnmary

> Stage 3

b Design wariables
Method
Sample Size

E

Wariables: Stratify By

&+ Subdivision [subdivis. .

4
LClusters:

4

Stage Label:

v
[ ¢ Back H Mest » l Cancel ] [ Help

» Select Qubdivision as a stratification variable.

» Click Next, and then click Next in the Sampling Method step.

This design structure means that independent samples are drawn for each subdivision.
In this stage, household units are drawn as the primary sampling unit using the default
method, simple random sampling.
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Figure 13-22
Sampling Wizard, Sample Size step (stage 3)

Sampling Wizard

Stage 3 Sample Size

In thiz panel pou specify the number or proportion of units to be zampled in the current stage. The zample size can be fided across strata or
it can vary for different strata.

If you specify zample sizes az proportions You can alzo et the minimum or maximum number of units to draw.

Stage 1 s .
Design variables Variables: Uil -
Method Urits: | Proportions w
Sample Size
Cutput Variables
Surmary @ Value:
Stage 2 02
Design variables
Method
Sample Size
Cutput Yariables
Surmmar
Stage 3 ! () Bead values from variable:
Design variables >
Method
b sample Size
Cutput Yariables i M
Draw Sample

Felmabiee Fimkieea

The size value applies
ta each stratum.

() Unequal values for strata:

[ < Back H Mewt > ][ Firizh ] [ Cancel ] [ Help

» Select Proportions from the Units drop-down list.
» Type 0.2 as the value for the proportion of units to select in this stage.

» Click Next, and then click Next in the Output Variables step.
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Figure 13-23
Sampling Wizard, Plan Summary step (stage 3)

Sampling Wizard

Stage 3 Plan Summary

Thiz panel summarizes the sampling plan za far. The next step is to set options for drawing your zanple.

Stage 1 -
Design variables
Method Stage |Lakel |Strata Clusters Size |Method
Sample Size 1 (Mane] region province 3 Simpiz Random
Cutput Yarisbles > ore) p— . — gﬁm;?lll? (\!(:'OR)
one. it city . imple Random
StagSeu?mE|ry . Sampling (MO
Diesign Variables 3 (Mone) subdivizion 0.2 Simple Random
Method Sampling QAOR)
Sample Size
Cutput Yarisbles File: demo. ceplan
Surnmary
Stage 3
Design variables
Method
Sample Size
Cutput Yariables
» Surnnnary
Draw Sample

Felmabiee Fimkieea

Summary:

[ < Back H et > l[ Firizh ] [ Cancel ] [ Help

» Look over the sampling design, and then click Next.
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Figure 13-24
Sampling Wizard, Draw Sample Selection Options step

Sampling Wizard
Draw Sample: Selection Options
In this panel pou can choose whether ta draw a sample. You can pick which stages to extract and zet other sampling options such as the
seed uzed for randam number generation.
Design Yariables s
Method Do you wart b draw a sample?
Sample Size
Qutput Variables @ Yes Stages: 1.2 A
Surnmary O N
o
Stage 2 -
Design Yariables
Method What type of seed value do you want to use?
Sample Size
Qukpuk Yariables (" & randomly-chosen number
Surmary Enter a custom seed value if pou want to
Stage 3 {2 Custom value: | 241372 reproduce the zample later.
Design Yariables
Method
Sample Size . ) . -
P — Include in the zample frame cazes with uzer-migzing values of stratification or
Ltput Variables clustering variables
Surmary . o .
Draw Sample i ‘Working data are sorted by stratification variables [presorted data may speed
b selection Options = processing]
e i
[ < Back H Mewt > l [ Firizh ] [ Cancel ] [ Help

» Select 1, 2 as the stages to sample now.

» Select Custom value for the type of random seed to use, and type 241972 as the value.

Using a custom value allows you to replicate the results of this example exactly.

» Click Next, and then click Next in the Draw Sample Output Files step.
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Figure 13-25

Sampling Wizard, Finish step

Sampling Wizard

Completing the Sampling ‘wizard

Sample Size
Cutput Yariables
Summnary

Stage 2
Design Yariables
tethod
Sample Size
Qutput ariables
Surmnmary

Stage 3
Design Variables
Method
Sample Size
Output Yariables
Surnmary

Draw Sample
Selection Options
Qukput Filas

b Completion

E

‘t'ou have provided all of the information needed ta create a sample design and draw a sample.

*Y'ou can return to the Sampling ‘wizard later if you need to add or modify stages. After all the stages have been sampled you can uze the
plan file in any Complex S amples analyziz procedure to indicate how the zample wazs drawn.

What da you want to da?

() Paste the syntax generated by the Wwizard inko & syntas window

To close this wizard, click Finish.

I Firizh ] [ Cancel ] [ Help

» Click Finish.

These selections produce the sampling plan file demo.csplan and draw a sample
according to the first two stages of that plan.
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Sample Results

Figure 13-26
Data Editor with sample results
region | province| district| city InclusinnF’i‘SampleWei Inclusinnpi‘ Sampleyvell SampleWWeil A
obability_1_|ghtCumulat{ obability_2 | ghtCurnulat{ ght_Final_
ve 1 ve 2
295 1 2 10 295
296 1 2 10 296
297 1 2 10 297 . . . . .
295 1 2 10 293 .20 5.00 A0 50.00 50.00
299 1 2 10 299 . . . . .
300 1 2 10) 300 .20 5.00 A0 50.00 50.00
301 1 2 11 3
302 1 2 1) 302
303 1 2 11 303
304 1 2 1] 304
305 1 2 1) 305
306 1 2 1] 3086 . . . . .
307 1 2 1) 307 20 5.00 A0 50.00 50.00
308 1 2 11| 308
— " A PR w
« v \Data View £ Variable View / < >

You can see the sampling results in the Data Editor. Five new variables were saved
to the working file, representing the inclusion probabilities and cumulative sampling
weights for each stage, plus the “final” sampling weights for the first two stages.

m Cities with values for these variables were selected to the sample.
m  Cities with system-missing values for the variables were not selected.
For each city selected, the company acquired subdivision and household unit

information and placed it in demo_cs 2.sav. Use this file and the Sampling Wizard
to sample the third stage of this design.

Using the Wizard to Sample from the Second Partial Frame

» To run the Complex Samples Sampling Wizard, from the menus choose:

Analyze
Complex Samples
Select a Sample...
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Figure 13-27
Sampling Wizard, Welcome step

ampling Wizar

Wwielcome ta the Sampling 'wizard

The Sampling ‘wizard helps you design and select a complex sample. ‘r'our selections will be saved to a plan file that you can use at
analysiz time to indicate how the data were sampled.

‘fou can alzo use the wizard to madify a sampling plan or draw a sample according ko an existing plan.

What would vou like to do?

() Design a sample

Chaoze thiz option if you have nat File: l:l 0
created a plan file. Wou will have the : [
option ta draw the sample.

() Edit a zample design

Chooze thiz option if you want to add.

remove, of modify stages of an existing  Fil=: l:l Brawmse...

plan. *rou will have the option ta draw
the zample.

(=) Draw a zample

Choose this option if you already have

a plan file and want to draw a sample. File; |a’demo.csplan | [ Browse..

< Back Firizh [ Cancel ] [ Help ]

» Select Draw a sample, browse to where you saved the plan file, and select the
demo.csplan plan file that you created.

» Click Next.
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Figure 13-28
Sampling Wizard, Plan Summary step (stage 3)
Sampling Wizard

Flan Summary

Thiz panel summarizes the sampling plan. Indicate any stages that have already been drawn and should nat be rezamplad.

Welcome S
b Plan Summary = bt -
Draw Sample Stage |Label | Strat= Clusters Size [Method |
Selection Options 1 (Maone) reginn province 3 Simple Random
Oukput Files Sampling (AoR])
. 2 [Mone) district city 041 Simple Random
C leti
pEen Sampling (WO
3 [Mone) subdivision 0.2 Simple Random
Sampling (AOR)

File: c:hdemo.czplan

Which stages have already been sampled?

Stages:

[ < Back H Mewt > l[ Firizh ] [ Cancel ] [ Help

» Select 1, 2 as stages already sampled.

» Click Next.
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Figure 13-29
Sampling Wizard, Draw Sample Selection Options step

Sampling Wizard

Draw Sample: Selection Options

In thiz panel pou can choose which stages to extract and set other sampling options such as the seed used far randam number generation.

Welcome

Plan Surmmary Which stages do pou want to sample?

Draw Sample

P selection Options
Cutput Files

Completion

Stagesz: |3 Ev3

What tppe of seed value do you want to uze?

(" & randomly-chosen number

4231945 Enter a custom zeed walue if you want to

® Custom value: reproduce the zample later.

Include in the zample frame cazes with uzer-migzing values of stratification or
clustering variables

i ‘Working data are sorted by stratification variables [presorted data may speed
processing)

[ < Back H Mewt > l[ Firizh ] [ Cancel ] [ Help ]

» Select Custom value for the type of random seed to use and type 4231946 as the value.

» Click Next, and then click Next in the Draw Sample Output Files step.
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Figure 13-30
Sampling Wizard, Finish step

Sampling Wizard

Completing the Sampling ‘wizard
‘t'ou have provided all of the information needed ta draw a sample.

*Y'ou can return to the Sampling ‘wizard later if you need to add or modify stages. After all the stages have been sampled you can uze the
plan file in any Complex S amples analyziz procedure to indicate how the zample wazs drawn.

Welcome

Flan Summary

Draw Sample
Selection Options
Outpuk Files (O Draw the sample

b Completion

What da you want to da?

(®)iPaste the sprtax generated by the Wizard into a syntax window

To close this wizard, click Finish.

I Firizh ] [ Cancel ] [ Help

» Select Paste the syntax generated by the Wizard into a syntax window.

» Click Finish.

The following syntax is generated:

* Sampling Wizard.

CSSELECT

/PLAN FILE='demo.csplan'

/CRITERIA STAGES = 3 SEED = 4231946
/CLASSMISSING EXCLUDE

/DATA RENAMEVARS

/PRINT SELECTION.

Printing the sampling summary in this case produces a cumbersome table that causes
problems in the Output Viewer. To turn off display of the sampling summary, replace
SELECTION with CPS in the PRINT subcommand. Then run the syntax within the
syntax window.
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These selections draw a sample according to the third stage of the demo.csplan
sampling plan.

Sample Results

~

b

Figure 13-31
Data Editor with sample results
city | subdivision| unit InclusionPi‘SampleWei InclusionPi‘SampleWei InclusionPi‘SampleWei SampleVe
obability_1_| ghtCumulat{ obability_2_{ghtCurmulat{ obability_3_| ghtCumulat] ght_Final_
ve 1 ve 2 ve 3
14] 190 46| 54514 20 5.00 10 50.00
15| 190 46| 24515 20 5.00 10 50.00 . . .
16 190 46| 24516 20 5.00 10 50.00 20 244 .44 244 .44
17] 190 46| 54517 20 5.00 10 50.00
18] 190 46| 54518 20 5.00 10 50.00
13 190 46| 54519 20 5.00 10 50.00
200 120 46| 54520 20 5.00 10 50.00
21| 120 46| 54521 20 5.00 10 50.00
22| 120 46| 54522 20 5.00 10 50.00
23| 120 46| 54523 20 5.00 10 50.00 . . .
24| 190 46| 54524 20 5.00 0 50.00 20 244 .44 244 .44
25| 120 46| 54525 20 5.00 10 50.00
26| 120 46| 54526 20 5.00 10 50.00
27| 120 46| 54527 20 5.00 10 50.00
28| 120 46| 54528 20 5.00 10 50.00 . . .
28| 120 46| 54529 20 5.00 10 50.00 20 244 .44 244 .44
30| 120 46| 54530 20 5.00 10 50.00
<)\ Bata vhew AVATALRVIGAT e T sl

You can see the sampling results in the Data Editor. Three new variables were saved
to the working file, representing the inclusion probabilities and cumulative sampling
weights for the third stage, plus the final sampling weights. These new weights take

into account the weights computed during the sampling of the first two stages.
m  Units with values for these variables were selected to the sample.

m  Units with system-missing values for these variables were not selected.

The company will now use its resources to obtain survey information for the housing

units selected in the sample. Once the surveys are collected, you can process
the sample with Complex Samples analysis procedures, using the sampling plan
demo.csplan to provide the sampling specifications.
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Sampling with Probability Proportional to Size (PPS)

Representatives considering a bill before the legislature are interested in whether
there is public support for the bill and how support for the bill is related to voter
demographics. Pollsters design and conduct interviews according to a complex
sampling design.

A list of registered voters is collected in poll_cs.sav. For more information, see
Sample Files in Appendix A on p. 309. Use the Complex Samples Sampling Wizard
to select a sample for further analysis.

Using the Wizard

» To run the Complex Samples Sampling Wizard, from the menus choose:

Analyze
Complex Samples
Select a Sample...
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Figure 13-32
Sampling Wizard, Welcome step

ampling Wizar

Wwielcome ta the Sampling 'wizard

The Sampling ‘wizard helps you design and select a complex sample. ‘r'our selections will be saved to a plan file that you can use at
analysiz time to indicate how the data were sampled.

‘fou can alzo use the wizard to madify a sampling plan or draw a sample according ko an existing plan.

What would vou like to do?

(*) Design a sample

Chaoze thiz option if you have nat File:
created a plan file. You will have the 1e: | fpoll.esplan | [BIDWSE'" ]
option ta draw the sample.

() Edit a zample design

Chooze thiz option if you want to add.

remove, of modify stages of an existing  Fil=: l:l Brawmse...

plan. *rou will have the option ta draw
the zample.

() Draw a zample

Choose this ophion if you aleady have - l:l
a plan file and want to draw a sample. File: Browse..

< Back Firizh [ Cancel ] [ Help ]

» Select Design a sample, browse to where you want to save the file, and type poll.csplan
as the name of the plan file.

» Click Next.
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Figure 13-33
Sampling Wizard, Design Variables step (stage 1)

Sampling Wizard

Stage 1: Deszign Yariables

In this panel you can skatify your zample or define clusters. You can alzo provide a label for the stage that will be uzed in the output.

It sampling weights exist from a prior stage of the sample design you can use them as input to the curent stage.

Welcome .
< stage 1 Yariables: Stratify By:
P} Design varishles &}.Voter 1D [woteid] &)Eounty [county]
IMethod &) Meighborhood [nbrh... >
Sample Size

Clusters:

@é&;\ Tawnszhip [town]

4
Input 5 ample wWeight:
>
Stage Label:
> = incomplete section
[ < Back ][ Mewt > Cancel ] [ Help

Select County as a stratification variable.
Select Township as a cluster variable.

Click Next.

This design structure means that independent samples are drawn for each county. In
this stage, townships are drawn as the primary sampling unit.
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Figure 13-34
Sampling Wizard, Sampling Method step (stage 1)

Sampling Wizard

Stage 1: Sampling Method

In thiz panel you can choose how to select items from the waorking data file. [F you choose a PPS [probability proportional to size) sampling
method you must also specify a measure of size (MOS).

Welcome .
< Stage 1 Wariables: Method
Design Yariables &);)Voter 1D [woteid] Tupe: | PPS -~
b Method &Neighborhood [nbrh....
Sample Size (=) Without replacement [wOR)

() With reglacement [wR)

[ Use 'R estimation for analysis

Meazure of Size [MOS]
() Bead fram wariable:

%) Count data recards

Minimurn; I azirmunm;

> = incomplete section

[ < Back H Mewt > Cancel ] [ Help

» Select PPS as the sampling method.
» Select Count data records as the measure of size.

» Click Next.

Within each county, townships are drawn without replacement with probability
proportional to the number of records for each township. Using a PPS method
generates joint sampling probabilities for the townships; you will specify where to
save these values in the Output Files step.
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Figure 13-35
Sampling Wizard, Sample Size step (stage 1)
Sampling Wizard
Stage 1: Sample Size
In thiz panel pou specify the number or proportion of units to be zampled in the current stage. The zample size can be fided across strata or
it can vary for different strata.
If you specify zample sizes az proportions You can alzo et the minimum or maximum number of units to draw.
Welcome . )
Stage | Lonables Unitz: | Proportions w
Design Yariables &);)Voter 1D [voteid] Lo P
IMethod &) Meighborhood [nbrh...
5 le Si
41 Ovete
Lput Variables 03 The size value applies
Jummary : to each stratum.
Add Stage 2
Drrawe Sample ) Unequal values for strata:
Selection Options
Cutput Files
Completion
() Bead values from variable:
>
inimum 3 b azimum 5
Count: Count:
[ < Back H Mewt > ] [ Firizh ] [ Cancel ] [ Help

Select Proportions from the Units drop-down list.

Type 0.3 as the value for the proportion of townships to select per county in this stage.

Legislators from the Western county point out that there are fewer townships in their
county than in others. In order to ensure adequate representation, they would like to
establish a minimum of 3 townships sampled from each county.

Type 3 as the minimum number of townships to select and 5 as the maximum.

Click Next, and then click Next in the Output Variables step.
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Figure 13-36
Sampling Wizard, Plan Summary step (stage 1)

Sampling Wizard

Stage 1: Plan Summary

Thiz panel summarizes the sampling plan za far. You can add anather stage to the design.

If you choose naot to add a stage the next step iz to et options for drawing your sample.

Weltame Surman:
Stage 1 = e

Desicn Varisblzs Stage |Label | Strat= Clusters  |Size [Method
Method 1 (Maone) courty towvn 0.3 PPS (WWOR)

Sample Size
Output Yariables
P Summary
Add Stage 2
Draw Sample
Selection Options
Qukpuk Files File: c:poll.czplan
Completion

[0 you want ko add stage 27

[OhY (O Mo, do not add another stage now
Choosze this option if the Choosze this option if stage 2
working data file containz data are not available vet or pour
data for stage 2. dezigh has only one stage.
< Back H Mewt > l Cancel ] [ Help

» Select Yes, add stage 2 now.

» Click Next.
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Figure 13-37
Sampling Wizard, Design Variables step (stage 2)

Sampling Wizard

Stage 2 Deszign Yariables

In this panel you can skatify your zample or define clusters. You can alzo provide a label for the stage that will be uzed in the output.

It sampling weights exist from a prior stage of the sample design you can use them as input to the curent stage.

Welcome .

Stage 1 Wariables: §tr§tify By
Diesign Yarishles %Voter 1D [woteid] é@ Meighborhood [nbrh....
tethod 4
Sample Size
Qutput ariables
Surmnmary

@ Stage 2

P Design variables
tethod 4
Sample Size

LClusters:

Stage Label:

[ < Back ][ Mewt > ] Cancel ] [ Help

» Select Neighborhood as a stratification variable.

» Click Next, and then click Next in the Sampling Method step.

This design structure means that independent samples are drawn for each neighborhood
of the townships drawn in stage 1. In this stage, voters are drawn as the primary
sampling unit using simple random sampling without replacement.
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Figure 13-38
Sampling Wizard, Sample Size step (stage 2)

Sampling Wizard

Stage 2 Sample Size

In thiz panel pou specify the number or proportion of units to be zampled in the current stage. The zample size can be fided across strata or
it can vary for different strata.

If you specify zample sizes az proportions You can alzo et the minimum or maximum number of units to draw.

Welcome
Stage 1 ] :
gDesign Warishles &b Voter ID [voteid] LUnits: | Fropartions v
tethod
Sample Size
Qukpuk Yariables %) Walue:
Surnmary 0z
Stage 2
Diesign Yariables
fethod
b sample Size
Output Yariables
Surnmary () Bead values from variable:
Add Stage 3
Draw Sample
Selection Options
Cutput Files
Cornpletion Minimum b agirmum
Count: Count:

Y ariables:

The size value applies
ta each stratum.

) Unequal values for strats:

[ < Back H Mewt > ][ Firizh ] [ Cancel ] [ Help

» Select Proportions from the Units drop-down list.
» Type 0.2 as the value of the proportion of units to sample from each strata.

» Click Next, and then click Next in the Output Variables step.
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Figure 13-39

Sampling Wizard, Plan Summary step (stage 2)

Complex Samples Sampling Wizard

Sampling Wizard

Stage 2: Plan Summary

Welcome

Stage 1
Design Yariables
tethod
Sample Size
Qutput ariables
Surmnmary

Stage 2
Design Yariables
tethod
Sample Size
Qutput Variables

» Surnnary

Add Stage 3

Draw Sample
Selection Options
Cutput Files

Campletion

Thiz panel summarizes the sampling plan za far. You can add anather stage to the design.

If you choose naot to add a stage the next step iz to et options for drawing your sample.

Summary:
Stage |Label | Strat= Clusters Size [Method |
1 (Maone) courty towvn 0.3 PPS (WWOR)
2 [Mone) nbrhood 0.z Simple Random
Sampling (AOR)

File: c:poll.czplan

[0 you want bo add stage 37

(O es, add stage 3 now

Choosze this option if the
working data file containz
data for stage 3.

(®) Mo, do not add another stage now

Choosze this option if stage 3
data are not available vet or pour
dezign has only bwo stages.

[ < Back H Mewt >

l [ Firiizh ] [ Caricel ] [ Help

» Look over the sampling design, and then click Next.
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Figure 13-40

Sampling Wizard, Draw Sample Selection Options step

Sampling Wizard

Draw Sample: Selection Options

seed uzed for randam number generation.

Welcome

Stage 1
Design Yariables
tethod
Sample Size
Qutput ariables
Surmnmary

Stage 2
Design Yariables
tethod
Sample Size
Qutput Variables
Surnmary

Add Stage 3

Draw Sample

P sSelection Opticns
Cutput Files

Campletion

Do you want to draw a zampla?
@) Yes Stages: | All(1,2) v
ONo

What tppe of seed value do you want to uze?

(" & randomly-chosen number

592004 Enter a custom zeed walue if you want to

® Custom value: reproduce the zample later.

Include in the zample frame cazes with uzer-migzing values of stratification or
clustering variables

@ ‘Working data are sorted by stratification variables [presorted data may speed
processing)

I this panel you ean choose whether ta draw a sample. ‘You can pick which stages to extract and set other sampling options such as the

[ < Back H Mewt > l[ Firizh ] [ Cancel ] [

Help

]

» Select Custom value for the type of random seed to use, and type 592004 as the value.

>

Using a custom value allows you to replicate the results of this example exactly.

Click Next.
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Figure 13-41
Sampling Wizard, Draw Sample Selection Options step

Sampling Wizard

Draw Sample: Dutput Files

In thiz panel you can choose where to save sample output data. Y'ou must save sampled cases ta an external file if sampling is done with
replacement. The selected cases are saved along with the vanables if the destination is a new dataset or file.

Joint probabilities are saved if you request PPS zampling without replacement. They are needed for 'WI0R estimation of PPS designs.

Weltame
Stage 1 Where do you want to save sample data’?

Design Yariables
tethod
Sample Size
Qutput ariables
Surmnmary
Stage 2
Design Yariables
tethod
Sample Size File: | spoll_jointprab.say
Qutput Variables
Surnmary
Add Stage 3
Draw Sample
Selection Options
B Cutput Files
Campletion

(O Active datasst
(&) Mew dataset | pall_cs_sample

() External file:

Where do you want to 2ave joint probabilities?

[ 5ave caze selection ules

[ < Back H Mewt > l[ Firizh ] [ Cancel ] [ Help

Choose to save the sample to a new dataset, and type poll_cs_sample as the name
of the dataset.

Browse to where you want to save the joint probabilities and type poll_jointprob.sav as
the name of the joint probabilities file.

Click Next.
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>

Figure 13-42

Sampling Wizard, Finish step

Sampling Wizard

Completing the Sampling ‘wizard

Welcome

Stage 1
Design Yariables
tethod
Sample Size
Qutput ariables
Surmnmary

Stage 2
Design Yariables
tethod
Sample Size
Qutput Variables
Surnmary

Add Stage 3

Draw Sample
Selection Options
Cutput Files

P Completion

‘t'ou have provided all of the information needed ta create a sample design and draw a sample.

*Y'ou can return to the Sampling ‘wizard later if you need to add or modify stages. After all the stages have been sampled you can uze the
plan file in any Complex S amples analyziz procedure to indicate how the zample wazs drawn.

What da you want to da?

() Paste the syntax generated by the Wwizard inko & syntas window

To close this wizard, click Finish.

I Firizh ] [ Cancel ] [ Help

Click Finish.

These selections produce the sampling plan file poll.csplan and draw a sample
according to that plan, save the sample results to the new dataset poll_cs sample, and
save the joint probabilities file to the external data file poll_jointprob.sav.
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Plan Summary

Figure 13-43
Plan summary
Stage 1 Stage 2
Design Stratification 1 County Meighbarhood
“Yariables Cluster 1 Toweniship
Sample Selection Method PPS zampling Simple random
Information yyithout sampling without
replacement replacement
Measure of Size Ohtained from data
Proportion of Units Sampled 3 2
Minimum Rumber of Units Sampled 3
Maimum Mumber of Units Sampled 5
Variables Crested or Stagewize Inclusion Inclusion Inclusion
Moclified (Selection) Probability Probakility_1_ Prabahbility_2_
Stagewise Cumulstive Sampleieight Satmpleifizight
Sample Weight Cumulstive_1_ Cumulative_2_
Analysis Estimator Assumption Unecual probability
Information sampling without Equal prokakility
replacement (Lsing sampling without
joint inclusion replacement
probabilities)
Inzluzion Probakbility Oltained from Chtained from
variable variable
Inclusion Inclusion
Probahility _1_ Prokability_2_

Plan File: c:poll.ceplan
Wizight Yariable: SampleWeight_Final_

The summary table reviews your sampling plan and is useful for making sure that the
plan represents your intentions.

Sampling Summary

Figure 13-44
Stage summary
Praportion of Units
Mumber of Units Sampled Sampled

Courty Fequested Actual Reguested Actual
Eastern 4 4 30.0% 30.8%
Central 4 4 30.0% 30.8%
Wizstern 3 3 30.0% a0.0%
Marthern 3 5 30.0% 33.3%
Southern 3 3 30.0% 50.0%

Flan File: c:'poll.csplan
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This summary table reviews the first stage of sampling and is useful for checking
that the sampling went according to plan. Recall that you requested a 30% sample
of townships by county; the actual proportions sampled are close to 30%, except in
the Western and Southern counties. This is because these counties each have only
six townships, and you also specified that a minimum of three townships should be
selected per county.

Figure 13-45
Stage summary

Proporion of Units:
Mumber of Units Sampled Sampled

County Township  Meighborhood | Reguested Actual Fequested Actual
Eastern 9 1 49 49 20.0% 19.9%
2 143 143 20.0% 200%
3 113 113 20.0% 20.0%
4 77 7T 20.0% 200%
= 139 139 20.0% 200%
5 120 120 20.0% 20.0%
10 1 149 149 20.0% 201%
2 117 117 20.0% 20.0%
3 116 116 20.0% 200%
4 ] B9 20.0% 19.9%
1" 1 g5 ES 20.0% 19.9%
2 72 72 20.0% 19.9%
3 109 109 20.0% 20.0%
4 140 140 20.0% 200%
= 42 42 20.0% 19.8%
& 142 142 20.0% 20.0%
12 1 145 145 20.0% 201%
2 g9 B9 20.0% 201%
3 a3 95 20.0% 201%
4 134 134 20.0% 200%
5 114 114 20.0% 20.0%
g 137 137 20.0% 19.9%
Central 2 1 119 1149 20.0% 201%
2 153 153 20.0% 19.9%
3 101 10 20.0% 200%
4 52 22 20.0% 19.8%
5 144 144 20.0% 200%

Plan File: c:'poll csplan

This summary table (the top part of which is shown here) reviews the second stage
of sampling. It is also useful for checking that the sampling went according to plan.
Approximately 20% of the voters were sampled from each neighborhood from each
township sampled in the first stage, as requested.
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Sample Results

Figure 13-46
Data Editor with sample results
voteid | nbrhood| town | county Inclusinnpi‘ SampleyVei IncIusiunF’i‘SampleWei Sampleia s
obability_1 | ghtCumulat{ obability_2 |ghtCurnulat{ ght_Final_
ve_1 ve 2

76| 368 4 9 1 A4 226 20 11.28 11.28

377 389 4 9 1 A4 226 20 11.28 11.28

e8| 4 4 9 1 A4 226 20 11.28 11.28

78| 36 4 9 1 A4 226 20 11.28 11.28

380 379 4 9 1 A4 226 20 11.28 11.28

381 380 4 9 1 A4 226 20 11.28 11.28

352 382 4 9 1 A4 226 20 11.28 11.28

3583 13 5 9 1 A4 226 20 11.26 11.26

384 18 5 9 1 A4 226 20 11.26 1.26

3585 23 5 9 1 A4 226 20 11.26 1.26

386 38 5 9 1 A4 226 20 11.26 126

387 39 5 9 1 A4 226 20 11.26 126

358 40 5 9 1 A4 226 20 11.26 126

389 4 5 9 1 A4 226 20 11.26 1.26

390 43 o 9 1 A4 2R N 11 7R 11 7R b
4+ +\DataView £ variable view f |« >

You can see the sampling results in the newly created dataset. Five new variables were
saved to the working file, representing the inclusion probabilities and cumulative
sampling weights for each stage, plus the final sampling weights. Voters who were not
selected to the sample are excluded from this dataset.

The final sampling weights are identical for voters within the same neighborhood
because they are selected according to a simple random sampling method within
neighborhoods. However, they are different across neighborhoods within the same
township because the sampled proportions are not exactly 20% in all neighborhoods.
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Figure 13-47
Data Editor with sample results
voteid | nbrhood | town | county IncIusiUnF’i‘ Samplebvei Inclusiunpi‘ SampleWei| SampleWyei A
obability_1 | ghtCumulat{ obability_2 |ghtCurnulat{ ght_Final_
ve_1 ve 2
635| &77 & 9 1 44 226 20 11.30 11.30
636| 578 & 9 1 44 226 20 11.30 11.30
637| 582 & 9 1 44 226 20 11.30 11.30
B38| 590 & 9 1 44 226 20 11.30 11.30
639 594 & 9 1 44 226 20 11.30 11.30
640 597 & 9 1 44 226 20 11.30 11.30
641 600 & 9 1 44 226 20 11.30 11.30
642 4 1, 10 1 31 321 20 16.00 16.00
643 5 1 10 1 3 321 20 16.00 16.00
544 9 1 10 1 3 321 20 16.00 16.00
545 10 1 10 1 31 321 20 16.00 16.00
546 12 1 10 1 31 321 20 16.00 16.00
B47 16 1 10 1 31 321 20 16.00 16.00
548 17 1 10 1 31 321 20 16.00 16.00
49 15 1 1 1 A1 3N n 1R 1N 1R 1N -
1 rp\Data\ﬂew A variable view / [< »]

Unlike voters in the second stage, the first-stage sampling weights are not identical
for townships within the same county because they are selected with probability
proportional to size.
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Figure 13-48
Joint probabilities file
county ton | Unit_Ma_ Joint_F'rohﬂ{Joim_F‘rnhﬂ{Joint_F'rob‘IJnint_F'rob‘IJoint_F'rob‘{ ~
1 2 3 4 5

1] 1 10 1 31 A0 11 12

2 1 11 2 A0 39 A5 16

3 1 a 3 11 15 44 21

4 1 12 4 12 A6 21 A48

5 2 12 1 22 04 o7 05

B 2 B 2 04 23 07 03

7 2 7 3 o7 o7 41 19

& 2 2 4 oa oA 19 45

g 3 5 1 A8 31 32

10 3 3 2 31 &1 36

11 3 4 3 32 36 B3 . .

12 4 14 1 26 06 06 o7 09

13 4 & 2 0B 29 o7 03 A0

14 4 4 3 0B o7 29 g A0

15 4 2 4 o7 08 03 33 A2

16 4 13 5 09 A0 10 12 A3

17 5 3 1 74 25 27

18 5 B 2 248 41 13

19 g 4 3 27 A3 43 . :

ET b
/v \Data View £ Variahle view / 3 ¥

The file poll_jointprob.sav contains first-stage joint probabilities for selected
townships within counties. County is a first-stage stratification variable, and Township
is a cluster variable. Combinations of these variables identify all first-stage PSUs
uniquely. Unit_No_ labels PSUs within each stratum and is used to match up with
Joint_Prob_1 , Joint_Prob_2 , Joint_Prob_3 , Joint_Prob 4 , and Joint_Prob 5 .
The first two strata each have 4 PSUs; therefore, the joint inclusion probability
matrices are 4x4 for these strata, and the Joint_Prob_5 column is left empty for these
rows. Similarly, strata 3 and 5 have 3x3 joint inclusion probability matrices, and
stratum 4 has a 5x5 joint inclusion probability matrix.

The need for a joint probabilities file is seen by perusing the values of the joint
inclusion probability matrices. When the sampling method is not a PPS WOR method,
the selection of a PSU is independent of the selection of another PSU, and their joint
inclusion probability is simply the product of their inclusion probabilities. In contrast,
the joint inclusion probability for Townships 9 and 10 of County 1 is approximately
0.11 (see the first case of Joint_Prob_3 _or the third case of Joint_Prob_1 ), or less
than the product of their individual inclusion probabilities (the product of the first case
of Joint_Prob_1 and the third case of Joint_Prob 3 is 0.31x0.44=0.1364).
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The pollsters will now conduct interviews for the selected sample. Once the
results are available, you can process the sample with Complex Samples analysis
procedures, using the sampling plan poll.csplan to provide the sampling specifications
and poll_jointprob.sav to provide the needed joint inclusion probabilities.

Related Procedures

The Complex Samples Sampling Wizard procedure is a useful tool for creating a
sampling plan file and drawing a sample.

m  To ready a sample for analysis when you do not have access to the sampling plan
file, use the Analysis Preparation Wizard.
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Complex Samples Analysis
Preparation Wizard

The Analysis Preparation Wizard guides you through the steps for creating or
modifying an analysis plan for use with the various Complex Samples analysis
procedures. It is most useful when you do not have access to the sampling plan file
used to draw the sample.

Using the Complex Samples Analysis Preparation Wizard to
Ready NHIS Public Data

The National Health Interview Survey (NHIS) is a large, population-based survey of
the U.S. civilian population. Interviews are carried out face-to-face in a nationally
representative sample of households. Demographic information and observations
about health behavior and status are obtained for members of each household.

A subset of the 2000 survey is collected in nhis2000_subset.sav. For more
information, see Sample Files in Appendix A on p. 309. Use the Complex Samples
Analysis Preparation Wizard to create an analysis plan for this data file so that it can
be processed by Complex Samples analysis procedures.

Using the Wizard

» To prepare a sample using the Complex Samples Analysis Preparation Wizard, from

the menus choose:

Analyze
Complex Samples
Prepare for Analysis...

171
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Figure 14-1
Analysis Preparation Wizard, Welcome step

Analysis Preparation Wizard

Wwelcome ta the Analysis Preparation 'wizard
The Analysis Preparation ‘Wizard helps you describe your complex sample and choose an estimation method. v'ou will be asked to provide
zample weights and other infarmation needed for accurate estimation of standard emors.

‘four zelections will be saved to a plan file that pou can use in any of the analpsis procedures in the Comples Samples O ption,

What would vou like to do?

(*) Create a plan file
Chaoze thiz option if you have sample

File: i
data but have not created a plan file. 18- |/nhis2000_subset csaplan

() Edit a plan file

Chooze thiz option if you want to add.
remowe, of modify stages of an existing
plan.

If you already have a plan file you can skip the Analysis Preparation ‘Wizard and go
directly to any of the analysis procedures in the Complex S amples Option to analyze
wour sample.

o) (i)

» Browse to where you want to save the plan file and type nhis2000_subset.csaplan as

>

the name for the analysis plan file.

Click Next.
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Figure 14-2
Analysis Preparation Wizard, Design Variables step (stage 1)

Analysis Preparation Wizard

Stage 1: Deszign Yariables

In this panel you can select variables that define strata or clugters. & sample weight variable must be selected in the first stage.

‘fou can alzo provide a label for the stage that will be uzed in the output.

Welcome .
Stage 1 Yariables: Shrata:
» Design Yariahles ‘&Sex [SEX] fStratum faor variance ...
Estimation Method & Age |MGE_P] »
Summary fﬂegion [REGION]
Completion meoking frequency [...
f\-"itamim’mineral Wpp... Clusters:
Take any multi-vitam... fPSU far watiance est...
fTake herbal supple. .. >

fFreq wigoraus activit...

efFreq moderate activi..

fFreq zhrength activity. ..

f Desirable Body Wei... Sample twfeight:

& Daily activities, movi.. 4 & wieight - Final &nnu..
& Daily activities, litting...

fﬂge categony [age ...

Stage Label:

[ < Back ][ Mewt > ][ Firizh ] [ Cancel ] [ Help

The data are obtained using a complex multistage sample. However, for end users,
the original NHIS design variables were transformed to a simplified set of design and
weight variables whose results approximate those of the original design structures.

Select Sratum for variance estimation as a strata variable.
Select PSU for variance estimation as a cluster variable.
Select Weight - Final Annual as the sample weight variable.

Click Finish.
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Summary
Figure 14-3
Summary
Stage 1
Design “ariakles Stratification 1 Stratum for
variance
estimation
Cluster 1 P=L for variance
estimation
Analysis Information  Estimator Assumption
Sampling with
replacement

Flan File: c:\nhis2000_subset caaplan
‘Wizight “arishle: Weight - Final Annual
SRS Estimator: Sampling without replacement

The summary table reviews your analysis plan. The plan consists of one stage with
a design of one stratification variable and one cluster variable. With-replacement
(WR) estimation is used, and the plan is saved to ¢:\nhis2000_subset.csaplan. You
can now use this plan file to process nhis2000_subset.sav with Complex Samples
analysis procedures.

Preparing for Analysis When Sampling Weights Are Not in the
Data File

A loan officer has a collection of customer records, taken according to a complex
design; however, the sampling weights are not included in the file. This information
is contained in bankloan_cs_noweights.sav. For more information, see Sample Files
in Appendix A on p. 309. Starting with what she knows about the sampling design,
the officer wants to use the Complex Samples Analysis Preparation Wizard to create
an analysis plan for this data file so that it can be processed by Complex Samples
analysis procedures.

The loan officer knows that the records were selected in two stages, with 15 out
of 100 bank branches selected with equal probability and without replacement in
the first stage. One hundred customers were then selected from each of those banks
with equal probability and without replacement in the second stage, and information
on the number of customers at each bank is included in the data file. The first step to
creating an analysis plan is to compute the stagewise inclusion probabilities and final
sampling weights.
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Computing Inclusion Probabilities and Sampling Weights

» To compute the inclusion probabilities for the first stage, from the menus choose:

Transform
Compute Variable...

Figure 14-4
Compute Variable dialog box
_1 Compute Variable
Target Y anable: Mumeric Expression;
inclprob_z1 = (015
Type & Label..
g:, Branch [branch] E Function group:
f Mumber of customers | @ al -
55 CLish D t Arithrneti
GameDlos  D@E DO | ewcr
. Cotwersion
|:|i Lewvel of education [ec D =& Current D atedTime
?Years with cument emp ) Co i) Date &rithmetic
“ears at cument addre E] E] @ Date Cleatlo_n
& Household income in t E F.J_..a.t!a_ _E_x.t—[\?—dlon ™

‘339 Debt bo income ratio -
&)Eredit card debt in tha
5& Other debt in thouzan:
m Previously defaulted [c

[optional caze selection condition)

Functions and Special W ariables:

[ OF, ] [Easte] [Beset] [Cancel] [ Help ]

Fifteen out of one hundred bank branches were selected without replacement in the
first stage; thus, the probability that a given bank was selected is 15/100 = 0.15.

» Click OK.

Type inclprob_s1 as the target variable.

Type 0.15 as the numeric expression.
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Figure 14-5
Compute Variable dialog box
I Compute ¥ariable
Target Y ariable: Mumeric Expression:
inclprob_s2 = | 100/ncust

Type & Label. .
% Branch [branch] E

Function graup:
ﬁNumber af custarmers | FEE all [
Customer 1D [custome Arithmetic W
& e in pears {age] () WE)E COF & Noncentisl COF | =
{I Lewvel of education [ec (ER EER;[SEJD;E#’T ime
fﬁ’ears with current emy [ CoJo) Date Anthmetic
@&Yeals at cunrent addre = =0 E B::g E:[-:?:cotir;n |
f Household income in b Veteimen PE s

f Dbt ta income ratio [» Functions and Special Wariables:
\g& Credit card debt in tho
fﬂther debt in thouzan
% Freviously defaulted [c
finclprob_s‘l

[optiohal case selection condition]

I 0K l [Easte] [Beset] ’Cancel] ’ Help ]

One hundred customers were selected from each branch in the second stage; thus, the
stage 2 inclusion probability for a given customer at a given bank is 100/the number of
customers at that bank.

» Recall the Compute Variable dialog box.
» Type inclprob_s2 as the target variable.

» Type 100/ncust as the numeric expression.
>

Click OK.
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Figure 14-6

Compute Variable dialog box

I Compute ¥ariable
Target Y ariable: Mumeric Expression:
finalweight = | 1inclprob_s1 " inclprob_s2)

Type & Label ..
% Branch [branch] E

Function graup:
ﬁNumber of custarmers | @ all [
Customer 1D [custome Arithmetic W
& e in pears {age] ) WE)E COF & Noncentisl COF | =
{I Level of education [ec ) & EER;[SEJD;EHT e
fﬁ’ears with current emy [ CoJo) Date Anthmetic
@&Yeals at current addre E] E] @ E B::g E:d??;lcotir;n i |
fHousehold income in't Ve P )

f Dbt ta income ratio [» Functions and Special Wariables:
\g& Credit card debt in tho

fﬂther debt in thouzan
% Freviously defaulted [c
finclprob_s‘l
‘g&inclpmb_ﬁ

[optiohal case selection condition]

I 0K l [Easte] [Beset] ’Cancel] ’ Help ]

Now that you have the inclusion probabilities for each stage, it’s easy to compute the
final sampling weights.

Recall the Compute Variable dialog box.
Type finalweight as the target variable.
Type 1/(inclprob_s1 * inclprob_s2) as the numeric expression.

Click OK.

You are now ready to create the analysis plan.
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Using the Wizard

» To prepare a sample using the Complex Samples Analysis Preparation Wizard, from

>

the menus choose:

Analyze
Complex Samples
Prepare for Analysis...

Figure 14-7
Analysis Preparation Wizard, Welcome step

Analysis Preparation Wizard

Welcome to the Analyziz Preparation Wizard

The dnalysiz Preparation Wizard helps you describe your comples zample and choogze an estimation method. You will be asked to provide
zample weights and other information needed for accurate estimation of standard emors.

Your gelectionz will be zaved to a plan file that pou can use in anp of the analyziz procedures in the Complex Samples Option.

what would you like to do’?

(®) Create a plan file
Chooze thiz option if you have sample e
data but have not created a plan file. ¥8: | /bankloan. csaplan

O Edit a plan file
Choose this option if you want to add,

remowve, of modify stages of an existing
plan.

If you already have a plan file you can skip the Analyziz Preparation ‘wizard and go
directly to any of the analyziz procedures in the Complex S amples Option to analyze
your zample.

e

Browse to where you want to save the plan file and type bankloan.csaplan as the
name for the analysis plan file.

» Click Next.
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Figure 14-8

Complex Samples Analysis Preparation Wizard

Analysis Preparation Wizard, Design Variables step (stage 1)

Analysis Preparation Wizard

Stage 1: Deszign Yariables

Welcome

Stage 1

P} Design varishles
Estimation Method
Surnmary

Completion

‘fou can alzo provide a label for the stage that will be uzed in the output.

Y ariables:

&Number of customer...
&b Customer ID [custom...

fﬂge in years [age]

d:l Level of education [...
f‘(ears with cument ...

Years at curent add...
fHousehold income ...
fDebt to income ratio ..
& Credit card debtin th...
fﬂther debt in thousa...
&) Previously defaulted ...
efinclprob_s‘l [inclprob...
finclprob_ﬂ [inclprab...

Stage Label:

In this panel you can select variables that define strata or clugters. & sample weight variable must be selected in the first stage.

Strata:

Clusters:
&; Branch [branch]

5 ample Weight:

f finalweight [finalweig. ..

[ < Back ][

Mewt >

| [ Firish

] [ Cancel ] [

Help

» Select Branch as a cluster variable.

» Select finalweight as the sample weight variable.

>

Click Next.
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Figure 14-9
Analysis Preparation Wizard, Estimation Method step (stage 1)

Analysis Preparation Wizard

Stage 1: E ztimation Method
In thiz panel pou select a method for estimating standard errors.

The estimation method depends on assumptions about how the sample was drawn.

Welcome
< stage 1 ‘which of the following sample designs should be assumed for estimation’?
Design Yariables
} Estimation Methad ’ }
Siee () WR [zampling with replacement]

If you choaoze thiz option you will not be able to add additional stages. Anyp zample
stages after the curent stage will be ignored when the data are analyzed.

() qual WiR [equal prabahility 2 ampling without replacementE

The next panel will azk you to specify inclugion probabilities or population sizes.

) Unequal WOR [unequal probability zampling without replacement]

Joint probabilities will be required to analyze sample data. Thiz option iz available in
ztage 1 only.

> = incomplete section

[ < Back H Mewt > l Cancel ] [ Help

» Select Equal WOR as the first-stage estimation method.

» Click Next.
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Figure 14-10
Analysis Preparation Wizard, Size step (stage 1)

Analysis Preparation Wizard

Stage 1: Size

In thiz panel pou specify inclusion probabilities or population sizes for the curent stage.

Y'ou can provide a zize that is fixed across strata or specify sizes on a per-stratum baziz.

welcome Wariables:

Stage 1 = £ . .
gDesign Variables & Number of customer... Wt |Inclusmn Frobabiltiss hd
Estimation Method %Customer 10 [custom. ..

b Size fﬂge in years [age]
Summary d:l Lewvel of education [... O v

Add Stage 2 f‘(ears with cument ...

Completion & Years at cunent add...

fHousehold income ...
fDebt to income ratio ..
& Credit card debtin th...
fﬂther debt in thousa...
&) Previously defaulted ...

efinclprob_ﬂ [inclprob... | finclprob_ﬂ [inclprab...

(*) Bead values from variable:

[ < Back ][ Mewt > ][ Firizh ] [ Cancel ] [ Help ]

» Select Read values from variable and select inclprob_sl as the variable containing the
first-stage inclusion probabilities.

» Click Next.
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Figure 14-1
Analysis Preparation Wizard, Plan Summary step (stage 1)

Analysis Preparation Wizard

Stage 1: Plan Summary
Thiz panel summarizes the plan o far. You can add another stage to the plan.

If you choose not to add a stage the next panel iz the Completion panel.

Welcome
Summary:

Stage 1 - :
Design Wariables Stage |Labe| |Strata Clusters Wights |S|ze |Meth0d
Estirnation Method 1 (Nane) brarich firalweight
Size

» Surmmary

Add Stage 2

Completion

(Read from | Ecjual WC
inclprok_s1)

<

File: c:\bankloan. czaplan

[0 you want ko add stage 27

(O Mo, do not add another stage now

Choosze this option if the
sample contains another
stage.

Chooze this option if thiz iz the
last stage of the zample.

< Back H Mewt > l Cancel ] [ Help

» Select Yes, add stage 2 now.

» Click Next, and then click Next in the Design Variables step.
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Figure 14-12
Analysis Preparation Wizard, Estimation Method step (stage 2)

Analysis Preparation Wizard

Stage 2: Eztimation Method
In thiz panel pou select a method for estimating standard errors.

The estimation method depends on assumptions about how the sample was drawn.

Welcome
Stage 1 ‘which of the following sample designs should be assumed for estimation’?
Design Yariables

Estimation Method
() WR [zampling with replacement]

Size
SUMMAry If you choose thiz optioh you will hot be able to add additional stages. Any sample
> stage 2 stages after the current stage will be ighored when the data are analyzed.

Design variables
P Estimation Method
Size

() qual WiR [equal prabahility 2 ampling without replacementE

The next panel will azk you to specify inclugion probabilities or population sizes.

<> = incomplete section

[ < Back H Mewt > l Cancel ] [ Help

» Select Equal WOR as the second-stage estimation method.

» Click Next.
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Figure 14-13

Analysis Preparation Wizard, Size step (stage 2)

Analysis Preparation Wizard

Stage 2: Size

Welcome
Stage 1
Design Yariables

Size
Surmary
Stage 2
Design variables

b Size
Surnmary

Add Stage 3

Completion

Estimation Method

Estimation Method

Y ariables:
&Number of customer...
&b Customer ID [custom. .
fﬂge in years [age]
d:l Level of education [...
f‘(ears with cument ...
Years at curent add...
fHousehold income ...
fDebt to income ratio ..
& Credit card debtin th...
fﬂther debt in thousa...
&5 Previously defaulted ...

In thiz panel pou specify inclusion probabilities or population sizes for the curent stage.

Y'ou can provide a zize that is fixed across strata or specify sizes on a per-stratum baziz.

Urits: | Inclugion Probabilities v

O Walue:

) Unequal values for strata;

(%) Bead values fram variable:

4 f inclprob_s2 [inclprob...

[ < Back ][ Mewt >

] [ Firiizh ] [ Caricel ] [ Help

» Select Read values from variable and select inclprob_s2 as the variable containing
the second-stage inclusion probabilities.

>

Click Finish.
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Summary
Figure 14-14
Summary table
Stage 1 Stage 2
Design Cluster 1
Wariahles Branch
Analysis Estimator Assumption
Information
Eqjual probability Ecjual probability
sampling without sampling without
replacement replacement

Incluzion Probability

COhtained fram
variable inclprob_
52

Chtained from
variable inclprob_s1

Flan File: c:'bankloan.csaplan
Wizight Wariable: finakaweight
SRZ Estimator: Sampling without replacement

The summary table reviews your analysis plan. The plan consists of two stages with
a design of one cluster variable. Equal probability without replacement (WOR)
estimation is used, and the plan is saved to c:\bankloan.csaplan. You can now use this
plan file to process bankloan_noweights.sav (with the inclusion probabilities and
sampling weights you’ve computed) with Complex Samples analysis procedures.

Related Procedures

The Complex Samples Analysis Preparation Wizard procedure is a useful tool for
readying a sample for analysis when you do not have access to the sampling plan file.

m  To create a sampling plan file and draw a sample, use the Sampling Wizard.
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Complex Samples Frequencies

The Complex Samples Frequencies procedure produces frequency tables for selected
variables and displays univariate statistics. Optionally, you can request statistics by
subgroups, defined by one or more categorical variables.

Using Complex Samples Frequencies to Analyze Nutritional
Supplement Usage

A researcher wants to study the use of nutritional supplements among U.S. citizens,
using the results of the National Health Interview Survey (NHIS) and a previously
created analysis plan. For more information, see Using the Complex Samples Analysis
Preparation Wizard to Ready NHIS Public Data in Chapter 14 on p. 171.

A subset of the 2000 survey is collected in nhis2000_subset.sav. The analysis
plan is stored in Nhis2000_subset.csaplan. For more information, see Sample Files in
Appendix A on p. 309. Use Complex Samples Frequencies to produce statistics for
nutritional supplement usage.

Running the Analysis

» To run a Complex Samples Frequencies analysis, from the menus choose:

Analyze
Complex Samples
Frequencies...

186
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Figure 15-1
Complex Samples Plan dialog box

Complex Samples Plan

Flan

Eile: | nhis2000_subset, csaplan

If vwou do not have a plan file For your comples: sample vou can use
the Ainalvsis Preparation YWizard to create one, Choose Prepare For
Analysis From the Complex Samples menu to access the wizard.

Joint Probabilities

Joint probabilities are required if the plan requests unequal probability
WWOR estimation, Otherwise they are ignored,

() Use: default file { nhis2000_subset, 5av)

() An open datasst

() Custom file

I Continue H Cancel ” Help

Complex Samples Frequencies

» Browse to and select nhis2000_subset.csaplan. For more information, see Sample

>

Files in Appendix A on p. 309.

Click Continue.
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Figure 15-2

Frequencies dialog box

£ Complex Samples Plan for Frequencies Analysis

YWariahles:

f Stratum for variance .
& PSU forvariance esti..
& Sex [5EX]

& Age [AGE_F]

¥ Region [REGION]

& Smoking frequency [...
& Take any multi-vitami...

& Freq moderate activit...
& Freq strangth activity ..
f Cesirable Body Weig...

& Daily activities, lifling ..

f Take herbal supplem...
& Freqvigarous activity ..

& Daily activities, maovin...

Frequency Tables:
f Yitaminfmineral supplmn...

Subpopulations:
@_Age category [age_caf]

Each combhbination of categories
defines a subpopulation.

Statistics...
Mizsing values...

I QK J[ Baste ” Eeset ” Cancel ” Help ]

» Select Vitamin/mineral supplmnts-past 12 mas a frequency variable.

» Select Age category as a subpopulation variable.

>

Click Statistics.
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Figure 15-3
Frequencies Statistics dialog box
B Complex Samples Frequencies: Statistics
Cells
[v] Population size [¥] Tahle percent
Statistics
[v] Standard error [] Unweeighted count
Confidence interval [] Design effect
Level(%): [ Sguare root af design effect
[[] Coefficient of variation [ Cumulative values
[[] Test of equal cell propottions
| contrue || cancet ||  Hep |

» Select Table percent in the Cells group.
» Select Confidence interval in the Statistics group.
» Click Continue.

» Click OK in the Frequencies dialog box.

Frequency Table
Figure 15-4
Frequency table for variable/situation
95% Confidence Interval
Estimate Standard Errar Lower Upper
Populstion Size | Yes | 102767095 | 1185126709 | 100435967 | 105088223
Mo 90794234 | 1094401949 | 99641560 | 92946908
Total | 193561329 | 1780098713 | 190042196 | 197080462
% of Total Ves 531% 4%, 52.4% 53 6%
M 45 5% 4% 46.2% 47 5%
Tatal 100.0% 0% 100.0% 100.0%
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Each selected statistic is computed for each selected cell measure. The first column

contains estimates of the number and percentage of the population that do or do not take
vitamin/mineral supplements. The confidence intervals are non-overlapping; thus, you
can conclude that, overall, more Americans take vitamin/mineral supplements than not.

Frequency by Subpopulation

Figure 15-5
Frequency table by subpopulation

Loe 95% Confidence Interyal
category Estimate Standard Error Lowver Upper
18-24 Populstion | Yes 10018312 350602.352 | 93286519 10707842
Size (i) 15472368 493152.391 14490453 16454253
Tatal 25490680 630732.812 24151688 2BG29E72
% of Tatal | Yes I95% 1.0% 37 4% 41 2%
(i) B0.7% 1.0% 58.8% 62 6%
Total 100.0% 0% 100.0% 100.0%
23-44 Populstion | Yes 391635840 BE0855.719 3TEES046 404635734
Size (i) 33503150 £45934 187 38232606 407736594
Total 78666990 961114325 TETTE491 80557489
% of Tatal | Yes 49.8% % 48.7% a0.9%
[H] 50.2% % 49.1% 51.3%
Total 100.0% 0% 100.0% 100.0%
45-64 Populstion | Yes 34154952 598603.728 32977507 35332397
Size ] 24005512 497723833 23026496 249534528
Total 52160464 214680415 SES57999 59752929
% of Tatal | Yes 55.7% % a7 5% 60.0%
0] 3% B% 40.0% 42.5%
Total 100.0% 0% 100.0% 100.0%
ES+ Population | Yes 19429931 439459793 18565580 20294402
Size Mo 11813204 34233078 11195102 12431306
Total 31243195 587623.439 30087348 32399042
% of Tatal | Yes E2.2% % 60.7% 636%
0] ITE% T 36.4% 39.3%
Total 100.0% 0% 100.0% 100.0%

When computing statistics by subpopulation, each selected statistic is computed
for each selected cell measure by value of Age category. The first column contains
estimates of the number and percentage of the population of each category that

do or do not take vitamin/mineral supplements. The confidence intervals for the
table percentages are all non-overlapping; thus, you can conclude that the use of
vitamin/mineral supplements increases with age.
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Summary

Using the Complex Samples Frequencies procedure, you have obtained statistics for
the use of nutritional supplements among U.S. citizens.

®  Overall, more Americans take vitamin/mineral supplements than not.

m  When broken down by age category, greater proportions of Americans take
vitamin/mineral supplements with increasing age.

Related Procedures

The Complex Samples Frequencies procedure is a useful tool for obtaining univariate
descriptive statistics of categorical variables for observations obtained via a complex
sampling design.

®  The Complex Samples Sampling Wizard is used to specify complex sampling
design specifications and obtain a sample. The sampling plan file created by the
Sampling Wizard contains a default analysis plan and can be specified in the Plan
dialog box when you are analyzing the sample obtained according to that plan.

m  The Complex Samples Analysis Preparation Wizard is used to set analysis
specifications for an existing complex sample. The analysis plan file created by the
Sampling Wizard can be specified in the Plan dialog box when you are analyzing
the sample corresponding to that plan.

®  The Complex Samples Crosstabs procedure provides descriptive statistics for the
crosstabulation of categorical variables.

m  The Complex Samples Descriptives procedure provides univariate descriptive
statistics for scale variables.
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Complex Samples Descriptives

The Complex Samples Descriptives procedure displays univariate summary statistics
for several variables. Optionally, you can request statistics by subgroups, defined by
one or more categorical variables.

Using Complex Samples Descriptives to Analyze Activity Levels

A researcher wants to study the activity levels of U.S. citizens, using the results of the
National Health Interview Survey (NHIS) and a previously created analysis plan. For
more information, see Using the Complex Samples Analysis Preparation Wizard to
Ready NHIS Public Data in Chapter 14 on p. 171.

A subset of the 2000 survey is collected in nhis2000_subset.sav. The analysis
plan is stored in Nhis2000_subset.csaplan. For more information, see Sample Files
in Appendix A on p. 309. Use Complex Samples Descriptives to produce univariate
descriptive statistics for activity levels.

Running the Analysis
» To run a Complex Samples Descriptives analysis, from the menus choose:
Analyze

Complex Samples
Descriptives...

192
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Figure 16-1
Complex Samples Plan dialog box

Complex Samples Plan

Flan

Eile: | nhis2000_subset, csaplan

If vwou do not have a plan file For your comples: sample vou can use
the Ainalvsis Preparation YWizard to create one, Choose Prepare For
Analysis From the Complex Samples menu to access the wizard.

Joint Probabilities

Joint probabilities are required if the plan requests unequal probability
WWOR estimation, Otherwise they are ignored,

() Use: default file { nhis2000_subset, 5av)

() An open datasst

() Custom file

I Continue H Cancel ” Help

Complex Samples Descriptives

» Browse to and select nhis2000_subset.csaplan. For more information, see Sample

>

Files in Appendix A on p. 309.

Click Continue.
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» Select Freq vigorous activity (times per wk) through Freq strength activity (times
per wk) as measure variables.

Figure 16-2

Descriptives dialog box

£ Complex Samples Descriptives

| Missing Values..

Statistics...

Options...

YWariahles: Measures:

f Stratum for variance . f Freq vigorous activity itim... |

& PSU forvariance esti.. & Freq moderate activity (..

& Sex [5EX] & Freq strength activity dim...

& Age [AGE_P] ‘—| |

¥ Region [REGION] i

& Smoking frequency [...

& YWitaminimineral supp...

f Take ary multi-vitami...

& Take herbal supplem...

¥ Desirable Body Weig... Subpopulations:

& Daily activities, movin...| @_AQE category [age_cat]

& Daily activities, liting .. ‘ « |
Each combination of categories
defines a subpopulation.

| [6]%4 J| Baste || Eeset || Cancel || Help

» Select Age category as a subpopulation variable.

» Click Statistics.
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Figure 16-3
Descriptives Statistics dialog box
ﬁ Complex Samples Descriptives: Statistics
Summaries
Mean [] Sum
[ +test
Statistics
Standard errar [ Unweighted count
Canfidence interval [ Population size
Lewel (%: [ Design effect
[ Coefiicient of variation ["] 5guare root of design effect
| Continue J | Cancel | | Help |

» Select Confidence interval in the Statistics group.
» Click Continue.

» Click OK in the Complex Samples Descriptives dialog box.

Univariate Statistics

Figure 16-4
Univariate statistics

95% Confidence
Standard Interval
Estimate Error Lovwver Upper
Mean Freq vigorous activity

times per wk) 373 033 366 374
Freq moderate activity 40 041 452 408
ftimes per wh) : : : :
Freq strength activity 350 043 343 360
rtimes per wk) : : : :
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Each selected statistic is computed for each measure variable. The first column
contains estimates of the average number of times per week that a person engages in a
particular type of activity. The confidence intervals for the means are non-overlapping.
Thus, you can conclude that, overall, Americans engage in a strength activity less often
than vigorous activity, and they engage in vigorous activity less often than moderate
activity.

Univariate Statistics by Subpopulation

Figure 16-5
Univariate statistics by subpopulation

95% Confidence
Standard Inter sl

Age category Eztimate Error Lot Upper

18-24 Mean Fr:eq wigarous activity ag2 087 275 409
tlimes per wh)
Freq moderste actihvity 518 137 43 545
ttimes per wk)
Freq strength actiity 345 085 3z | am
ftimes per wk)

25-44 Mean Fr:eq wigorous activity 255 048 245 35
ttimes per wk)
Freq moderate activity 473 056 462 484
ftimes per wk)
Freq sirength activity 3.28 052 318 | 338
ffimes per wh)

43-64 Mean Freq vigorous activity
times per wk) 374 063 366 im
Fred maderate activity 488 70 474 502
ffimes per wh)
Freq strength activity 365 092 347 | 384
ftimes per wh)

Bo+ Mean Freq vigorous activity
times per k) 418 ARA 396 4349
Freq maderate activity 522 084 506 539
ftimes per wh)
Freq strength activity 468 155 436 | a7
ftimes per wh)

Each selected statistic is computed for each measure variable by values of Age
category. The first column contains estimates of the average number of times per week
that people of each category engage in a particular type of activity. The confidence
intervals for the means allow you to make some interesting conclusions.

® In terms of vigorous and moderate activities, 25—44-year-olds are less active than
those 1824 and 45-64, and 45—64-year-olds are less active than those 65 or older.
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Summary

Complex Samples Descriptives

In terms of strength activity, 25—44-year-olds are less active than those 45-64, and
18-24 and 45-64-year-olds are less active than those 65 or older.

Using the Complex Samples Descriptives procedure, you have obtained statistics
for the activity levels of U.S. citizens.

Overall, Americans spend varying amounts of time at different types of activities.

When broken down by age, it roughly appears that post-collegiate Americans are
initially less active than they were while in school but become more conscientious
about exercising as they age.

Related Procedures

The Complex Samples Descriptives procedure is a useful tool for obtaining univariate
descriptive statistics of scale measures for observations obtained via a complex
sampling design.

The Complex Samples Sampling Wizard is used to specify complex sampling
design specifications and obtain a sample. The sampling plan file created by the
Sampling Wizard contains a default analysis plan and can be specified in the Plan
dialog box when you are analyzing the sample obtained according to that plan.

The Complex Samples Analysis Preparation Wizard is used to set analysis
specifications for an existing complex sample. The analysis plan file created by the
Sampling Wizard can be specified in the Plan dialog box when you are analyzing
the sample corresponding to that plan.

The Complex Samples Ratios procedure provides descriptive statistics for ratios
of scale measures.

The Complex Samples Frequencies procedure provides univariate descriptive
statistics of categorical variables.
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Complex Samples Crosstabs

The Complex Samples Crosstabs procedure produces crosstabulation tables for pairs
of selected variables and displays two-way statistics. Optionally, you can request
statistics by subgroups, defined by one or more categorical variables.

Using Complex Samples Crosstabs to Measure the Relative
Risk of an Event

A company that sells magazine subscriptions traditionally sends monthly mailings to a
purchased database of names. The response rate is typically low, so you need to find
a way to better target prospective customers. One suggestion is to focus mailings

on people with newspaper subscriptions, on the assumption that people who read
newspapers are more likely to subscribe to magazines.

Use the Complex Samples Crosstabs procedure to test this theory by constructing a
two-by-two table of Newspaper subscription by Response and computing the relative
risk that a person with a newspaper subscription will respond to the mailing. This
information is collected in demo_cs.sav and should be analyzed using the sampling plan
file demo.csplan. For more information, see Sample Files in Appendix A on p. 309.

Running the Analysis
» To run a Complex Samples Crosstabs analysis, from the menus choose:
Analyze

Complex Samples
Crosstabs...

198
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Figure 17-1
Complex Samples Plan dialog box

Complex Samples Plan for Crosstabs Analysis

Flan

Eile: | dermo.csplan Browse. .

If vwou do not have a plan file For your comples: sample vou can use
the Ainalvsis Preparation YWizard to create one, Choose Prepare For
Analysis From the Complex Samples menu to access the wizard.

Joint Probabilities

Joint probabilities are required if the plan requests unequal probability
WWOR estimation, Otherwise they are ignored,

(®) Use: default file { demo,sav

() An open datasst

() Custom file

I Continue H Cancel ” Help

Complex Samples Crosstabs

» Browse to and select demo.csplan. For more information, see Sample Files in

>

Appendix A on p. 309.

Click Continue.
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Figure 17-2
Crosstabs dialog box

£ Complex Samples Crosstabs

Yariahles:

&b Region [regior] |~ Rows: Statistics...

&’3 Prgvi_nce [_pm_"i”cel g@ MNewspaper subscription ... T —
&b District [district]

. i
& Subdivision [subdi..
&5 Unit [unit]

& Age inyears [age]
f Marital status [mar...
f vears atcurrent a...
& Househald incom...
gg’ Price of primary ve. . -y
gl Prirary vehicle pri...
& Level of education ..
f Years with current
& Refired [retire] Subpopulations:

;[I ears with current .. Income category in thous...
gg’ Jaoh satisfaction [io...
& Gender [ender]

& Number of people ...

& Wire_less_ser\rice L || Each combination of categories
& Multiple lines [mult._|~ defines a subpopulation.

Column:
|eg¢ Response [response] |

I (]9 J[ Faste ” Reset ” Cancel ” Help

» Seclect Newspaper subscription as a row variable.
» Select Response as a column variable.

» There is also some interest in seeing the results broken down by income categories, so
select Income category in thousands as a subpopulation variable.

» Click Statistics.
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Figure 17-3
Crosstabs Statistics dialog box

£ Complex Samples Crosstabs: Statistics

Cells

[1 Eopulation size [ | Calumn percent
Eow percent [ | Table percent

Statistics
[v] Standard error [] Unweighted count
[ Confidence interval [ ] Design effect

[ Coefiicient of variation

Summaries for 2-by-2 Tables
Odds ratin [| Risk difference

[ ] Testofindependence of rows and columns

| continue || cancel || Help

[] 8quare rant of design effect

Complex Samples Crosstabs

Deselect Population size and select Row percent in the Cells group.

Select Odds ratio and Relative risk in the Summaries for 2-by-2 Tables group.

Click Continue.

Click OK in the Complex Samples Crosstabs dialog box.

These selections produce a crosstabulation table and risk estimate for Newspaper
subscription by Response. Separate tables with results split by |ncome category

in thousands are also created.
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Crosstabulation
Figure 17-4
Crosstabulation for newspaper subscription by response
Meswrspaper Responee
subscription Yes Mo Total
e % within Mewspaper | Estimate 17.2% S2.8% 100.0%
subscription Standard Error 1.0% 1.0% 0%
Mo Yo within Mewspaper | Estimate 10.53% §9.7% 100.0%
subscription Standard Error T T 0%
Tatal % wvithin Mewspaper | Estimate 12.5% a7 .2% 100.0%
subscription Standard Errar T% T% 0%

The crosstabulation shows that, overall, few people responded to the mailing.
However, a greater proportion of newspaper subscribers responded.

Risk Estimate
Figure 17-5
Risk estimate for newspaper subscription by response
Estimate
Mewspaper subscription Odds Ratio 1812
* Response Relative For cohort Response = Yes 1673
Risk Faor cohart Response = Mo a3

Statistics are computed only for 2-by-2 tables with all cells observed.

The relative risk is a ratio of event probabilities. The relative risk of a response to the
mailing is the ratio of the probability that a newspaper subscriber responds to the
probability that a nonsubscriber responds. Thus, the estimate of the relative risk is
simply 17.2%/10.3% = 1.673. Likewise, the relative risk of nonresponse is the ratio of
the probability that a subscriber does not respond to the probability that a nonsubscriber
does not respond. Your estimate of this relative risk is 0.923. Given these results, you
can estimate that a newspaper subscriber is 1.673 times as likely to respond to the
mailing as a nonsubscriber, or 0.923 times as likely as a nonsubscriber not to respond.
The odds ratio is a ratio of event odds. The odds of an event is the ratio of the
probability that the event occurs to the probability that the event does not occur.
Thus, the estimate of the odds that a newspaper subscriber responds to the mailing
is 17.2%/82.8% = 0.208. Likewise, the estimate of the odds that a nonsubscriber
responds is 10.3%/89.7% = 0.115. The estimate of the odds ratio is therefore
0.208/0.115 = 1.812 (note there is some rounding error in the intervening steps). The
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odds ratio is also the ratio of the relative risk of responding to the relative risk of
not responding, or 1.673/0.923 = 1.812.

0dds Ratio versus Relative Risk

Since it is a ratio of ratios, the odds ratio is very difficult to interpret. The relative risk
is easier to interpret, so the odds ratio alone is not very helpful. However, there are
certain commonly occurring situations in which the estimate of the relative risk is not
very good, and the odds ratio can be used to approximate the relative risk of the event
of interest. The odds ratio should be used as an approximation of the relative risk of
the event of interest when both of the following conditions are met:

m  The probability of the event of interest is small (< 0.1). This condition guarantees
that the odds ratio will make a good approximation to the relative risk. In this
example, the event of interest is a response to the mailing.

B The design of the study is case control. This condition signals that the usual
estimate of the relative risk will likely not be good. A case-control study is
retrospective, most often used when the event of interest is unlikely or when the
design of a prospective experiment is impractical or unethical.

Neither condition is met in this example, since the overall proportion of respondents
was 12.8% and the design of the study was not case control, so it’s safer to report 1.673
as the relative risk, rather than the value of the odds ratio.
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Risk Estimate by Subpopulation

Figure 17-6
Risk estimate for newspaper subscription by response, controlling for income category

Income category Estimate
Under $25 Mewvspaper Odds Ratio 2712
subzoription * Relstive For cohort Response = Yes 2241
Response Rizk For cohort Response = No
826
25 - 549 Mewwspaper Oddz Ratio 1.794
subscription * Relative For cohort Response = Yes 1643
Responze Risk For cohort Response = Mo
|7
a0 - 574 Mevvspaper Oddzs Ratio 1168
subscription * Relative For cohort Response = Yes 1152
Response Risk For cohort Response = No
=l
F7a+ Mesvzpaper Odids Ratio 1.242
subscription * Relstive For cohort Response = Yes 1.227
Respanse Risk For cohort Response = Mo ate

Statistics are computed anly for 2-by-2 tables with all cells obsetved.

Relative risk estimates are computed separately for each income category. Note that
the relative risk of a positive response for newspaper subscribers appears to gradually
decrease with increasing income, which indicates that you may be able to further
target the mailings.

Summary

Using Complex Samples Crosstabs risk estimates, you found that you can increase
your response rate to direct mailings by targeting newspaper subscribers. Further,
you found some evidence that the risk estimates may not be constant across |ncome
category, so you may be able to increase your response rate even more by targeting
lower-income newspaper subscribers.

Related Procedures

The Complex Samples Crosstabs procedure is a useful tool for obtaining descriptive
statistics of the crosstabulation of categorical variables for observations obtained via a
complex sampling design.
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m  The Complex Samples Sampling Wizard is used to specify complex sampling
design specifications and obtain a sample. The sampling plan file created by the
Sampling Wizard contains a default analysis plan and can be specified in the Plan
dialog box when you are analyzing the sample obtained according to that plan.

m  The Complex Samples Analysis Preparation Wizard is used to set analysis
specifications for an existing complex sample. The analysis plan file created by the
Sampling Wizard can be specified in the Plan dialog box when you are analyzing
the sample corresponding to that plan.

m  The Complex Samples Frequencies procedure provides univariate descriptive
statistics of categorical variables.
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Complex Samples Ratios

The Complex Samples Ratios procedure displays univariate summary statistics for
ratios of variables. Optionally, you can request statistics by subgroups, defined by one
or more categorical variables.

Using Complex Samples Ratios to Aid Property Value
Assessment

A state agency is charged with ensuring that property taxes are fairly assessed from
county to county. Taxes are based on the appraised value of the property, so the agency
wants to track property values across counties to be sure that each county’s records are
equally up-to-date. Since resources for obtaining current appraisals are limited, the
agency chose to employ complex sampling methodology to select properties.

The sample of properties selected and their current appraisal information is
collected in property_assess cs sample.sav. For more information, see Sample Files
in Appendix A on p. 309. Use Complex Samples Ratios to assess the change in
property values across the five counties since the last appraisal.

Running the Analysis
» To run a Complex Samples Ratios analysis, from the menus choose:
Analyze

Complex Samples
Ratios...

206



207

Figure 18-1
Complex Samples Plan dialog box

Complex Samples Plan for Ratios Analysis

Flan

File: | property_assess.csplan

If vwou do not have a plan file For your comples: sample vou can use
the Ainalvsis Preparation YWizard to create one, Choose Prepare For
Analysis From the Complex Samples menu to access the wizard.

Joint Probabilities

Joint probabilities are required if the plan requests unequal probability
WWOR estimation, Otherwise they are ignored,

(®) Use: default file (based on name of plan File)

() An open datasst

() Custom file

[ Continue ” Cancel ” Help

Complex Samples Ratios

» Browse to and select property_assess.csplan. For more information, see Sample Files

>

in Appendix A on p. 309.

Click Continue.
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Figure 18-2
Ratios dialog box

B Complex Samples Ratios

Yariahles:

&5 Praperty 1D [aropid]
&5 Meighharhood [nbrho...
&b Township [tovm]

& Years since last appr...
&5 Inclusion (Selection) ..
&b Curnulative Samplin...
&5 Cumulative Samplin...

Hurmeratars:

Statistics. .

g@ Current value [curral]

Denominatar;

Lf Yalue at last appraisal [Ia...|

Subpopulations:

County [county]

Each combination of categories

defines a subpopulation.

Missing Yalues...

[ ok [ Paste

| (gt ] [_oamm ][

Click Statistics.

Select Current value as a numerator variable.

Select County as a subpopulation variable.

Select Value at last appraisal as the denominator variable.
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Figure 18-3

Ratios Statistics dialog box

B Complex Samples Ratios: Statistics
Statistics
Standard error Unweinhted count
Caonfidence interval Population size

Leveli%): [] Design effect

[ coefiicient afvariation [ sguare rant af design effect

[v] ttest Testvalue:
[_continue ||| cancet || Hep |

» Select Confidence interval, Unweighted count, and Population size in the Statistics group.
» Select t-test and enter 1.3 as the test value.
» Click Continue.
» Click OK in the Complex Samples Ratios dialog box.
Ratios

Figure 18-4
Ratios table

95% Confidence
Ratio Standard Irterval
County Mumeratar Denatminatar Exztimate: Etraor Lot Upper Te
Eastern Current value | Value at last appraisal 1.381 S 1.236 1525
Central Current value | Value at lsst appraisal 1.364 B4 1227 1402
Western Current value | Value at last appraisal 1.524 33 1.410 1.638
Morthern Current value | Value at lsst appraisal 1.277 nzz 1.208 1.5346
Sauthern Current value | Value at last appraisal 1.195 029 1134 1.256

The default display of the table is very wide, so you will need to pivot it for a better
view.

Pivoting the Ratios Table

» Double-click the table to activate it.
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» From the Viewer menus choose:

Pivot
Pivoting Trays

» Drag Numerator and then Denominator from the row to the layer.
» Drag County from the row to the column.
» Drag Satistics from the column to the row.

» Close the pivoting trays window.

Pivoted Ratios Table

Figure 18-5
Pivoted ratios table

Mumeratar: Current value
Denominator; Yalue st last sppraisal

County
Eastern Central \Wiestern Maorthern Southern
Fatio Estimnate 1.381 1.364 1.524 1277 1195
Standard Errar 65 NE4 053 032 nza
95% Confidence Lawver 1.236 1227 1.410 1.208 1.134
Irterval Upper 1.525 1.502 1.638 1.346 1256
Hypothesis Test Test Value 1.3 1.3 1.3 1.3 1.3
t 1191 a9y 4.201 -0z -3 645
df 15 15 15 15 15
Sig. 252 334 01 493 aaz
Untveightect Count 168 179 202 205 220

The ratios table is now pivoted so that statistics are easier to compare across counties.

B The ratio estimates range from a low of 1.195 in the Southern county to a high of
1.524 in the Western county.

m  There is also quite a bit of variability in the standard errors, which range from a
low of 0.029 in the Southern county to 0.068 in the Eastern county.

®  Some of the confidence intervals do not overlap; thus, you can conclude that the
ratios for the Western county are higher than the ratios for the Northern and
Southern counties.
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®m  Finally, as a more objective measure, note that the significance values of the t
tests for the Western and Southern counties are less than 0.05. Thus, you can
conclude that the ratio for the Western county is greater than 1.3 and the ratio for
the Southern county is less than 1.3.

Summary

Using the Complex Samples Ratios procedure, you have obtained various statistics for
the ratios of Current valueto Value at last appraisal. The results suggest that there may
be certain inequities in the assessment of property taxes from county to county, namely:

m  The ratios for the Western county are high, indicating that their records are not as
up-to-date as other counties with respect to the appreciation of property values.
Property taxes are probably too low in this county.

®  The ratios for the Southern county are low, indicating that their records are more
up-to-date than the other counties with respect to the appreciation of property
values. Property taxes are probably too high in this county.

m  The ratios for the Southern county are lower than those of the Western county but
are still within the objective goal of 1.3.

Resources used to track property values in the Southern county will be reassigned to

the Western county to bring these counties’ ratios in line with the others and with
the goal of 1.3.

Related Procedures

The Complex Samples Ratios procedure is a useful tool for obtaining univariate
descriptive statistics of the ratio of scale measures for observations obtained via a
complex sampling design.

®  The Complex Samples Sampling Wizard is used to specify complex sampling
design specifications and obtain a sample. The sampling plan file created by the
Sampling Wizard contains a default analysis plan and can be specified in the Plan
dialog box when you are analyzing the sample obtained according to that plan.
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m  The Complex Samples Analysis Preparation Wizard is used to set analysis

specifications for an existing complex sample. The analysis plan file created by the
Sampling Wizard can be specified in the Plan dialog box when you are analyzing
the sample corresponding to that plan.

m  The Complex Samples Descriptives procedure provides descriptive statistics for

scale variables.
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Complex Samples General Linear
Model

The Complex Samples General Linear Model (CSGLM) procedure performs linear
regression analysis, as well as analysis of variance and covariance, for samples
drawn by complex sampling methods. Optionally, you can request analyses for a
subpopulation.

Using Complex Samples General Linear Model to Fit a
Two-Factor ANOVA

A grocery store chain surveyed a set of customers concerning their purchasing habits,
according to a complex design. Given the survey results and how much each customer
spent in the previous month, the store wants to see if the frequency with which
customers shop is related to the amount they spend in a month, controlling for the
gender of the customer and incorporating the sampling design.

This information is collected in grocery_lmonth_sample.sav. For more information,
see Sample Files in Appendix A on p. 309. Use the Complex Samples General Linear
Model procedure to perform a two-factor (or two-way) ANOVA on the amounts spent.

Running the Analysis

» To run a Complex Samples General Linear Model analysis, from the menus choose:

Analyze
Complex Samples
General Linear Model...

213
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Figure 19-1
Complex Samples Plan dialog box

Complex Samples Plan for General Linear Model

Flan

File: | grocery.csplan Browse. .,

If vwou do not have a plan file For your comples: sample vou can use
the Ainalvsis Preparation YWizard to create one, Choose Prepare For
Analysis From the Complex Samples menu to access the wizard.

Joint Probabilities

Joint probabilities are required if the plan requests unequal probability
WWOR estimation, Otherwise they are ignored,

() Use: default file { grocery,sav)

() An open datasst

() Custom file

I Continue H Cancel ” Help ]

» Browse to and select grocery.csplan. For more information, see Sample Files in
Appendix A on p. 309.

» Click Continue.
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Figure 19-2
General Linear Model dialog box
Complex Samples General Linear Model

Wariables: Dependent Yariable:
&)Store 1D [stareid] [ 3 | &Amounl zpent [amts... | [ Model... ]
&) Health food store [hit... [—] -
;[I Size of store [size] Eactors: L
&) Store arganization [o... %Who shopping for [s...
& Number of customer... ¢ Use coupons [useco... =
&) Customer 1D [custid] 4
&) Gender [gender]
&)Vegetarian [wea] - —
&b Shapping style [style] Covaniates: [ Options... ]

5& Inclusion [Selection] ...
@&Cumulative Sampling...

fﬂumulative Sampling... 4
Subpopulation
anable:
» |
Category:

[ OK. H Paste ” Beset ” Caticel ” Help ]

» Select Amount spent as the dependent variable.
» Select Who shopping for and Use coupons as factors.

» Click Model.
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Figure 19-3
Model dialog box
Complex Samples General Linear Model: Model
Specify Model Effects
() Main effects
(#) Custam
Factars and Covariates: Model:
Iﬂ shopfar . shopfor ~
1 usecoup Build Term(z) A
shopforuzecoup
4 -
Type:
-
Mested Term
Term:
|ntercept
Include in mode!
Display statistics
Contirue l [ Caticel ] ’ Help

» Choose to build a Custom model.

» Seclect Main effects as the type of term to build and select shopfor and usecoup as
model terms.

» Select Interaction as the type of term to build and add the shopfor* usecoup interaction
as a model term.

» Click Continue.

» Click Statistics in the General Linear Model dialog box.
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Figure 19-4
General Linear Model Statistics dialog box
Complex Samples General Linear Model: Statistics
Model Parameters

Estimate [] Covariances of parameter estimates
Standard ermor [] Comelations of parameter estimates
Confidence interval
[ ttest [] Square roct of design effect
Model fit

Population meats of dependent variable and covariates

Sample design information

[ Continue H Cancel ” Help ]

» Select Estimate, Standard error, Confidence interval, and Design effect in the Model
Parameters group.

» Click Continue.

» Click Estimated Means in the General Linear Model dialog box.
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Figure 19-5
General Linear Model Estimated Means dialog box
Complex Samples General Linear Model: Estimated Means
Factors and Interachions: Display Means For:
shopfor Term Contrast Reference Category |
ulf.ecfw"p shoptar Simple 3
SNOPIArLSECOUR LSECouUp Simple ~
shopfor*usecalp 1 Mo
2 From newspaper
4 3 From mailings
4 From bath

[ Display mean far overall population

Continue H Cancel ” Help ]

» Choose to display means for shopfor, usecoup, and the shopfor* usecoup interaction.

» Select a Simple contrast and 3 Self and family as the reference category for shopfor.
Note that, once selected, the category appears as “3” in the dialog box.

» Select a Simple contrast and 1 No as the reference category for usecoup.

» Click Continue.

» Click OK in the General Linear Model dialog box.

Model Summary

Figure 19-6
R-square statistic

|RSquare | B |

a. Model: &mount spent = (Intercept) +
shopfor + usecoup + shopfor * usecoup
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R-square, the coefficient of determination, is a measure of the strength of the model fit.
It shows that about 60% of the variation in Amount spent is explained by the model,
which gives you good explanatory ability. You may still want to add other predictors
to the model to further improve the fit.

Tests of Model Effects

Figure 19-7

Tests of between-subjects effects
Source i1 di2 ‘Wald F Sig.
{Carrected Model) 11.000 3.000 127 231 o
tIrtercept) 1,000 13000 | B3 597 a0
shopfar 2,000 12000 £43.593 000
usecoup 3.000 11 .000 §7.453 jalun]
shopfor * uzecoup E.000 8,000 10,685 ooz

a. Model Amourt spent = (Intercept) + shopfor + usecoup + shopfor *
UsECoLp

Each term in the model, plus the model as a whole, is tested for whether the value of its
effect equals 0. Terms with significance values of less than 0.05 have some discernible
effect. Thus, all model terms contribute to the model.
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Parameter Estimates
Figure 19-8
Parameter estimates
95% Confidence
St Irterval Drersicn

Parameter Estimate Error Lower Upper Effect
(Interceqt) 15249 | 11731 | 492905 [543.592 1387
[shopfor=1] 174737 | 10,762 -198.0 | 15151 A0
[shoptfor=2] 129443 | 11455 1542 | -104.70 825
[shopfor=3] 0oo@ . . . .
[usecaup=1] -140.835 | 10180 1628 | -118.85 549
[usecoup=2] 63026 | 13195 | 9153 -34.520 840
[uzecoup=3] -31.375 9726 | -52.357 | -10.363 b4
[uzecoup=4] 003 . . . .
[zhopfor=1] * [usecoup=1] 41693 [ 111470 17 562 65.824 BOE
[shopfor=1] * [uzecoup=2] 44505 | 15065 .47 §3.539 1413
[zhopfor=1] * [usecoup=3] 9204 | 11057 | 14684 33.092 504
[shopfor=1] * [uzecoup=4] oo2 . . . .
[shopfor=2] * [usecoup=1] §9.211 10867 E5515 [112.903 A33
[shopfor=2] * [usecoup=2] 24267 [ 145949 21872 §6.562 836
[shopfor=2] * [uzecoup=3] 17.884 | 13753 | -11.8285 47.395 a7
[shopfor=2] * [usecoup=4] [oona

[shopfor=3] * [uzecoup=1] oo

[shopfor=3] * [uzecoup=2] 003

[shopfor=3] * [uzecoup=3] 0003

[shopfor=3] * [uzecoup=4] 003

4. Set to zero hecause this parameter is redundant.

b. Model: Amount spent = (Intercept) + shopfar + usecoup + shopfor * usecoup

The parameter estimates show the effect of each predictor on Amount spent. The value
of 518.249 for the intercept term indicates that the grocery chain can expect a shopper
with a family who uses coupons from the newspaper and targeted mailings to spend
$518.25, on average. You can tell that the intercept is associated with these factor
levels because those are the factor levels whose parameters are redundant.

m  The shopfor coefficients suggest that among customers who use both mailed
coupons and newspaper coupons, those without family tend to spend less than
those with spouses, who in turn spend less than those with dependents at home.
Since the tests of model effects showed that this term contributes to the model,
these differences are not due to chance.

m  The usecoup coefficients suggest that spending among customers with dependents
at home decreases with decreased coupon usage. There is a moderate amount of
uncertainty in the estimates, but the confidence intervals do not include 0.
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m  The interaction coefficients suggest that customers who do not use coupons or only
clip from the newspaper and do not have dependents tend to spend more than you
would otherwise expect. If any portion of an interaction parameter is redundant,
the interaction parameter is redundant.

®  The deviation in the values of the design effects from 1 indicate that some of
the standard errors computed for these parameter estimates are larger than those
you would obtain if you assumed that these observations came from a simple
random sample, while others are smaller. It is vitally important to incorporate the
sampling design information in your analysis because you might otherwise infer,
for example, that the usecoup=3 coefficient is not different from 0!

The parameter estimates are useful for quantifying the effect of each model term, but
the estimated marginal means tables can make it easier to interpret the model results.

Estimated Marginal Means

Figure 19-9
Estimated marginal means by levels of Who shopping for

95% Confidences Interval
Whio shopping for Mean Std. Error Lowvet Upper
Self 3085326 394236 300.0145 F17.0506
Self and spouse 3703361 4.87903 359.7955 3808767
Self and family 4594392 719769 443 5895 4749338

This table displays the model-estimated marginal means and standard errors of Amount
spent at the factor levels of Who shopping for. This table is useful for exploring the
differences between the levels of this factor. In this example, a customer who shops for
him- or herself is expected to spend about $308.53, while a customer with a spouse

is expected to spend $370.34, and a customer with dependents will spend $459.44.

To see whether this represents a real difference or is due to chance variation, look

at the test results.
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Figure 19-10
Individual test results for estimated marginal means of gender

Difference
Who shopping for Contrast Hypothesized [Estimate - Std.
Sirmple: Cortrast” Estimate: alle Hypothesized) Error df1 of Wizl F Sig.
Lewvel Self vs. Level
Self and family

Level Self and

spouse vs. Level -89.103 000 -39103 | 5903 | 1000 |13.00 | 22754 .0oo
Self and family

-150.907 000 -150.907 4803 | 1000 | 1300 | 9474 000

a. Reference Category = Self and family

The individual tests table displays two simple contrasts in spending.

B The contrast estimate is the difference in spending for the listed levels of Who
shopping for.

®  The hypothesized value of 0.00 represents the belief that there is no difference
in spending.

m  The Wald F statistic, with the displayed degrees of freedom, is used to test whether

the difference between a contrast estimate and hypothesized value is due to chance
variation.

m  Since the significance values are less than 0.05, you can conclude that there are
differences in spending.

The values of the contrast estimates are different from the parameter estimates. This
is because there is an interaction term containing the Who shopping for effect. As a
result, the parameter estimate for shopfor=1 is a simple contrast between the levels Self
and Self and Family at the level From both of the variable Use coupons. The contrast
estimate in this table is averaged over the levels of Use coupons.

Figure 19-11
Overall test results for estimated marginal means of gender
df1 df2 Wald F Sig.
2,000 12.000 543,583 oo

The overall test table reports the results of a test of all of the contrasts in the individual
test table. Its significance value of less than 0.05 confirms that there is a difference in
spending among the levels of Who shopping for.
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Figure 19-12
Estimated marginal means by levels of shopping style

95% Confidence Interval
Use coupons hlean Std. Error Lot Upper
Mo 3106455 £.51429 3055722 333.7188
From neswspaper S86.7469 432295 3774077 396.0561
From mailings 394 5028 554218 352.5297 406 4760
From baoth 416.5486 £.51260 402.7790 4309182

This table displays the model-estimated marginal means and standard errors of Amount
spent at the factor levels of Use coupons. This table is useful for exploring the
differences between the levels of this factor. In this example, a customer who does
not use coupons is expected to spend about $319.65, and those who do use coupons
are expected to spend considerably more.

Figure 19-13
Individual test results for estimated marginal means of shopping style
Difference
Use coupons Contrast Hypothesized [Estimate: - St
Simple Cortrast” Estimate Walue Hypothesized) Error df1 df2 Wald F Sig.
Lewvel From
NEWSPRPET WS, E7.A01 oo E7.A01 6537 1.000 |[13.000 | 10535 .ooo
Lewel Mo
Lewel Fram
mailinas vs. Level 74857 oo 74857 5875 1.000 |[13.000 | 16233 .ooo
Mo
Lewel From bath
vs Level No 97 203 .0oo 97203 | 5603 | 1000 |13.000 | 30092 000

a. Reference Categary = Mo

The individual tests table displays three simple contrasts, comparing the spending of
customers who do not use coupons to those who do.

Since the significance values of the tests are less than 0.05, you can conclude that
customers who use coupons tend to spend more than those who don’t.

Figure 19-14
Overall test results for estimated marginal means of shopping style
dit di2 Wald F Sig.
2,000 11.000 &7 453 Jili)

The overall test table reports the results of a test of all the contrasts in the individual
test table. Its significance value of less than 0.05 confirms that there is a difference
in spending among the levels of Use coupons. Note that the overall tests for Use
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coupons and Who shopping for are equivalent to the tests of model effects because the
hypothesized contrast values are equal to 0.

Figure 19-15
Estimated marginal means by levels of gender by shopping style

95% Confidence Interval
‘Who shopping for  Use coupons Mean =td. Error Lot Upper
Self 1] 244 3471 £.00949 231.3644 237.3298
Fram newspaper 3249705 5.94134 321353 3378063
Fram mailings 321 3207 411028 324410 330.2005
Fram otk 3434916 E.57845 3282797 3577034
Self and spouse ills} 3371783 TAM3 3217925 352.5640
Fram newspaper 380.0465 791038 3629574 3971361
Fram mailings TSN 6.22468 361 8665 IEE.7E1F
Fram hoth 3858054 7A2101 3734214 404 1594
Self and family [§0] 3T 11.58215 352.3894 4024328
From newespaper 4552232 614420 441 9494 465 4969
Fram mailings 486.8736 10.76529 463 6166 510.1306
Fram both 515.2455 11.73120 432 8050 243.5923

This table displays the model-estimated marginal means, standard errors, and
confidence intervals of Amount spent at the factor combinations of Who shopping for
and Use coupons. This table is useful for exploring the interaction effect between these
two factors that was found in the tests of model effects.

Summary

In this example, the estimated marginal means revealed differences in spending
between customers at varying levels of Who shopping for and Use coupons. The tests
of model effects confirmed this, as well as the fact that there appears to be a Who
shopping for* Use coupons interaction effect. The model summary table revealed that
the present model explains somewhat more than half of the variation in the data and
could likely be improved by adding more predictors.

Related Procedures

The Complex Samples General Linear Model procedure is a useful tool for modeling a
scale variable when the cases have been drawn according to a complex sampling
scheme.
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The Complex Samples Sampling Wizard is used to specify complex sampling
design specifications and obtain a sample. The sampling plan file created by the
Sampling Wizard contains a default analysis plan and can be specified in the Plan
dialog box when you are analyzing the sample obtained according to that plan.

The Complex Samples Analysis Preparation Wizard is used to specify analysis
specifications for an existing complex sample. The analysis plan file created by the
Sampling Wizard can be specified in the Plan dialog box when you are analyzing
the sample corresponding to that plan.

The Complex Samples Logistic Regression procedure allows you to model a
categorical response.

The Complex Samples Ordinal Regression procedure allows you to model an
ordinal response.
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Complex Samples Logistic
Regression

The Complex Samples Logistic Regression procedure performs logistic regression
analysis on a binary or multinomial dependent variable for samples drawn by complex
sampling methods. Optionally, you can request analyses for a subpopulation.

Using Complex Samples Logistic Regression to Assess Credit
Risk

If you are a loan officer at a bank, you want to be able to identify characteristics
that are indicative of people who are likely to default on loans and then use those
characteristics to identify good and bad credit risks.

Suppose that a loan officer has collected past records of customers given loans
at several different branches, according to a complex design. This information is
contained in bankloan_cs.sav. For more information, see Sample Files in Appendix A
on p. 309. The officer wants to see if the probability with which a customer defaults
is related to age, employment history, and amount of credit debt, incorporating the
sampling design.

Running the Analysis

» To create the logistic regression model, from the menus choose:

Analyze
Complex Samples
Logistic Regression...

226
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Figure 20-1
Complex Samples Plan dialog box

Complex Samples Logistic Regression

Complex Samples Plan for Logistic Regression

Flan

Eile: | bankloan.csplan Browse. .

If vwou do not have a plan file For your comples: sample vou can use
the Ainalvsis Preparation YWizard to create one, Choose Prepare For
Analysis From the Complex Samples menu to access the wizard.

Joint Probabilities

Joint probabilities are required if the plan requests unequal probability
WWOR estimation, Otherwise they are ignored,

(#) Use: default file (based on name of plan File)

() An open datasst

() Custom file

I Continue H Cancel ” Help

» Browse to and select bankloan.csaplan. For more information, see Sample Files in

>

Appendix A on p. 309.

Click Continue.
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Figure 20-2

Logistic Regression dialog box

Complex Samples Logistic Regression

Wariables:

&) Eranch [branch]
5& MHumber of customer...
&) Cuztomer 1D [custom...

Dependent Yariable:
[ 3 | &b Previousiy defauled .. | [ Model... ]
[ Reference Categom. .. ] [ Statistics. . ]

Factors:
;[I Level of education |[...

Lovanates:

fﬁ.ge inyears [age] ||
4 % Iears ':"\r|th cum?nt .Ev
€ | 1il B

Subpopulation
anable:

b

Category:

[ ok

” Paste ][ Reset ][ Cancel ][ Help ]

Hypothesis Tests. .

Odds Ratios...

Save...

Options...

Select Previously defaulted as the dependent variable.

Select Level of education as a factor.

Select Age in years through Other debt in thousands as covariates.

Select Previously defaulted and click Reference Category.
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Figure 20-3
Logistic Regression Reference Category dialog box

Complex Samples Logistic Regression: Reference Category

Reference Categomy
) Highest walue
(3 Custam

[ Continue H Cancel ” Help ]

Select Lowest value as the reference category.

This sets the “did not default” category as the reference category; thus, the odds ratios
reported in the output will have the property that increasing odds ratios correspond to
increasing probability of default.

Click Continue.

Click Statistics in the Logistic Regression dialog box.
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Figure 20-4
Logistic Regression Statistics dialog box

Complex Samples Logistic Regression: Statistics

Made Fit
Pseudo R-square
Classification table

Parameters
Estimate Cowanances of parameter eshmates
[V]E 3 P
Exponentiated estimate [] Comelations of parameter estimates
Standard ermor
Confidence interval [] 5quare roct of design effect
[ btest

Summary statiztics for model variables

Sample design information

[ Continue H Cancel ” Help ]

» Select Classification table in the Model Fit group

» Select Estimate, Exponentiated estimate, Standard error, Confidence interval, and Design
effect in the Parameters group.

» Click Continue.

» Click Odds Ratios in the Logistic Regression dialog box.
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Figure 20-5
Logistic Regression Odds Ratios dialog box
Complex Samples Logistic Regression: Odds Ratios
Eactors: Odds Ratioz for Comparing Factor Levels:
|:.|:I Level of education [... Factor Reference Category
Level of educstion [ed] (Highest value)
4
Lovanates: Odds Batios for Change in Covaniate Yalues:
fﬁge in years [age] | Covariate Units of Change |
&}Years with curent & Years with current employer [e |1
& Years at current ad P Dkt to income ratio (el 000 [dek|[1 |
.gﬁ Household income
&) Debt ta income ratic o
< >
Orne et of oddz ratiog iz produced for each variable in the Odds Ratios grids. For each set, all other factors in
the model are evaluated at their highest levels; all ather covariates are evaluated at their means.
[ Continue l [ Cancel ] [ Help ]

» Choose to create odds ratios for the factor ed and the covariates employ and debtinc.
» Click Continue.

» Click OK in the Logistic Regression dialog box.

Pseudo R-Squares

Figure 20-6

Pseudo R-square statistics
Cox and Snell 330
Magelkerke 451
McFadden 304

Dependent Yariahle: Previously defaulted (reference category = Mo)
Model: (Intercept), ed, age, employ, address, income, debtinc,
creddedt, othclebt
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In the linear regression model, the coefficient of determination, R2, summarizes

the proportion of variance in the dependent variable associated with the predictor

(independent) variables, with larger R? values indicating that more of the variation is

explained by the model, to a maximum of 1. For regression models with a categorical

dependent variable, it is not possible to compute a single R? statistic that has all of
the characteristics of R in the linear regression model, so these approximations

are computed instead. The following methods are used to estimate the coefficient

of determination.

m  Cox and Snell’s R? (Cox and Snell, 1989) is based on the log likelihood for the
model compared to the log likelihood for a baseline model. However, with
categorical outcomes, it has a theoretical maximum value of less than 1, even
for a “perfect” model.

m  Nagelkerke’s R2 (Nagelkerke, 1991) is an adjusted version of the Cox & Snell
R-square that adjusts the scale of the statistic to cover the full range from 0 to 1.

®m  McFadden’s R2 (McFadden, 1974) is another version, based on the log-likelihood
kernels for the intercept-only model and the full estimated model.

What constitutes a “good” R2 value varies between different areas of application.
While these statistics can be suggestive on their own, they are most useful when
comparing competing models for the same data. The model with the largest R? statistic
is “best” according to this measure.

Classification
Figure 20-7
Classification table
Predicted

Ohzerved i ] res Percent Correct
Mo 188259 667 387 267 85.5%
Wes 49370.600 | FFETSA33 B0.9%
Owerall Percent E5.5% 31.5% TE.5%

Dependent Yariahle: Previously defaulted (reference category = Mo)
Model: (Intercept), ed, age, emplay, address | income, debting,
creddebt, othdebt



233

Complex Samples Logistic Regression

The classification table shows the practical results of using the logistic regression
model. For each case, the predicted response is Yes if that case’s model-predicted logit
is greater than 0. Cases are weighted by finalweight, so that the classification table
reports the expected model performance in the population.

m  Cells on the diagonal are correct predictions.

m  Cells off the diagonal are incorrect predictions.

Based upon the cases used to create the model, you can expect to correctly classify
85.5% of the nondefaulters in the population using this model. Likewise, you can
expect to correctly classify 60.9% of the defaulters. Overall, you can expect to classify
76.5% of the cases correctly; however, because this table was constructed with the
cases used to create the model, these estimates are likely to be overly optimistic.

Tests of Model Effects

Figure 20-8

Tests of between-subjects effects
Source di1 di2 Wizl F Sig.
(Corrected Model) 11.000 4.000 14 BED oo
(Intercept) 1000 14.000 5777 031
ed 4.000 11.000 1 6583 224
ape 1.000 14.000 5352 038
employ 1.000 14.000 a5 244 puuis}
address 1000 14.000 1123 307
income 1.000 14.000 oy 932
dekting 1000 14.000 27 532 000
creddebt 1.000 14.000 33402 puuis}
othelelt 1000 14,000 708 414

Dependert Wariable: Previously defaulted (reference category = Ma)
Maodel (Irtercept), ed, age, employ, address | income, debtine, creddebt,
athdebt

Each term in the model, plus the model as a whole, is tested for whether its effect
equals 0. Terms with significance values less than 0.05 have some discernible effect.
Thus, age, employ, debtinc, and creddebt contribute to the model, while the other
main effects do not. In a further analysis of the data, you would probably remove ed,
address, income, and othdebt from model consideration.
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Parameter Estimates
Figure 20-9
Parameter estimates
95% Confidence
95% Confidence Iriterval far

Previously St Irteryal Design Exp(B)
defautted Parameter B Error Lowver Upper Effect Exp(B) | Lowwer Upper
Yes (Irtercept) -1.140 384 -1.4995 -.284 EES 320 A36 753
[ed=1] F20 340 -0ia 1.449 BE2 2.054 530 4259
[ed=2] E54 per | =112 1.4E81 1.247 1.983 594 4397
[ed=3] k] 307 -140 1177 213 1679 f=iote] 3244
[ed=4] 789 302 142 1.437 /;r 2.202 1.152 4205
[ed=5] oao@ . . . . 1.000 . .
ane =023 mo - 043 -.002 Lk Aa7s 955 995
employ -225 024 -7 -174 1.200 798 758 240
address - 025 26 - 055 029 EB51 a7z a18 1.029
income alus] o3 -noy JO0E 1410 1.000 893 1.006
debting 095 ms 056 134 1222 1.100 1.058 1143
creddebt 493 nas pali] B76 1373 1.637 1.363 1966
athdebt 026 031 -041 094 1218 1.027 60 1.095

Dependent Yariable: Previously defaulted (reference category = Ma)
Model: (Intercept), ed, age, employ, address, income, debting, creddebt, othoekt

a. Set to zero because this parameter is redundant.

The parameter estimates table summarizes the effect of each predictor. Note that
parameter values affect the likelihood of the “did default” category relative to the
“did not default” category. Thus, parameters with positive coefficients increase
the likelihood of default, while parameters with negative coefficients decrease the
likelihood of default.

The meaning of a logistic regression coefficient is not as straightforward as that of a
linear regression coefficient. While B is convenient for testing the model effects,
Exp(B) is easier to interpret. Exp(B) represents the ratio change in the odds of the event
of interest attributable to a one-unit increase in the predictor for predictors that are not
part of interaction terms. For example, Exp(B) for employ is equal to 0.798, which
means that the odds of default for people who have been with their current employer
for two years are 0.798 times the odds of default for those who have been with their
current employer for one year, all other things being equal.

The design effects indicate that some of the standard errors computed for these
parameter estimates are larger than those you would obtain if you assumed that these
observations came from a simple random sample, while others are smaller. It is vitally
important to incorporate the sampling design information in your analysis because you
might otherwise infer, for example, that the age coefficient is no different from 0!
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Odds Ratios

Figure 20-10
Odds ratios for level of education

935% Confidence
Previously Interval
defautted Odlds Ratio Lowver Upper
Level of Did not complete high Yes
eluesten Esz‘to-aln\fe-rgraduaie 2054 290 4239
degres
High school degree s, Yes 1.9383 894 4397
Some college vs. ‘es 1.679 869 3244
College degres vs. Yes 2202 1152 4205

Dependent Yariable: Previously defautted (reference category = Mol
Model: (Intercept), ed, age, employ, address| income, debtine, creddebt, othdekt

8. Factors and covaristes used in the computstion are fixed at the following values:
Level of educsation=Post-undergraduste degree; Age in years=34 13; Years with
current employer=6.99; Years at current address=6.32; Household income in
thousands=60.1551; Dekt to income ratio (x1000=9.9341; Credit card debt in
thousands=1.9764; Cther debt in thousands=3 9164

This table displays the odds ratios of Previously defaulted at the factor levels of Level
of education. The reported values are the ratios of the odds of default for Did not
complete high school through College degree, compared to the odds of default for
Post-undergraduate degree. Thus, the odds ratio of 2.054 in the first row of the table
means that the odds of default for a person who did not complete high school are 2.054
times the odds of default for a person who has a post-undergraduate degree.

Figure 20-11
Odds ratios for years with current employer
95% Confidence
Interval
Presviously
Units of Change defaulted Odds Ratio | Lower Upper
Years with current employer 1000 | Wes 798 755 840

Dependent Yariable: Previously defautted (reference categary = Mol
Model: (Intercept), ed, age, employ, address, income, debtine, creddebt, othdekt

a. Factors and covaristes used in the computation are fixed at the following values:
Level of education=Post-undergraduate degree; Age in years=34 15; Years with
current employer=6.99; Years at current address=6.32; Houzehold income in
thousandz=60.1581; Debt to income ratio (x1001=9.9341; Credit card dekt in
thouzands=1.9764; Cther debt in thouzands=3 9164

This table displays the odds ratio of Previously defaulted for a unit change in the
covariate Yearswith current employer. The reported value is the ratio of the odds of
default for a person with 7.99 years at their current job compared to the odds of default
for a person with 6.99 years (the mean).
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Figure 20-12
Odds ratios for debt to income ratio

95% Confidence
Previously Irber sl

Unit= of Change defautted Odds Ratio Lower Upper

Debit to income ratio (x1007 1000 | Yes 1.100 1.055 1143

Dependent Yariahle: Previously defaulted (reference category = Mol
Model: (Intercept), ed, age, employ, address, income, debtine, creddebt, othdebt

8. Factors and covaristes used in the computstion are fixed at the following values:
Level of education=Post-undergraduste degree; Age in yearz=34 13; Years with
current employer=6 993, Years at current address=6.32; Househald incame in
thousands=60.1351; Dekt to income ratio (x100)=2.9341; Credit card debt in
thousands=1 9764, Cther debt in thousands=3.9164

This table displays the odds ratio of Previously defaulted for a unit change in the
covariate Debt to income ratio. The reported value is the ratio of the odds of default
for a person with a debt/income ratio of 10.9341 compared to the odds of default for a
person with 9.9341 (the mean).

Note that because none of these predictors are part of interaction terms, the values
of the odds ratios reported in these tables are equal to the values of the exponentiated
parameter estimates. When a predictor is part of an interaction term, its odds ratio as
reported in these tables will also depend on the values of the other predictors that
make up the interaction.

Summary

Using the Complex Samples Logistic Regression Procedure, you have constructed a
model for predicting the probability that a given customer will default on a loan.

A critical issue for loan officers is the cost of Type I and Type II errors. That is,
what is the cost of classifying a defaulter as a nondefaulter (Type 1)? What is the
cost of classifying a nondefaulter as a defaulter (Type II)? If bad debt is the primary
concern, then you want to lower your Type I error and maximize your sensitivity. If
growing your customer base is the priority, then you want to lower your Type II error
and maximize your specificity. Usually, both are major concerns, so you have to
choose a decision rule for classifying customers that gives the best mix of sensitivity
and specificity.
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Related Procedures

The Complex Samples Logistic Regression procedure is a useful tool for modeling a
categorical variable when the cases have been drawn according to a complex sampling
scheme.

®  The Complex Samples Sampling Wizard is used to specify complex sampling
design specifications and obtain a sample. The sampling plan file created by the
Sampling Wizard contains a default analysis plan and can be specified in the Plan
dialog box when you are analyzing the sample obtained according to that plan.

m  The Complex Samples Analysis Preparation Wizard is used to specify analysis
specifications for an existing complex sample. The analysis plan file created by the
Sampling Wizard can be specified in the Plan dialog box when you are analyzing
the sample corresponding to that plan.

m  The Complex Samples General Linear Model procedure allows you to model
a scale response.

m  The Complex Samples Ordinal Regression procedure allows you to model an
ordinal response.
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Complex Samples Ordinal
Regression

The Complex Samples Ordinal Regression procedure creates a predictive model for
an ordinal dependent variable for samples drawn by complex sampling methods.
Optionally, you can request analyses for a subpopulation.

Using Complex Samples Ordinal Regression to Analyze Survey
Results

Representatives considering a bill before the legislature are interested in whether
there is public support for the bill and how support for the bill is related to voter
demographics. Pollsters design and conduct interviews according to a complex
sampling design.

The survey results are collected in poll_cs sample.sav. The sampling plan
used by the pollsters is contained in poll.csplan; because it makes use of a
probability-proportional-to-size (PPS) method, there is also a file containing the joint
selection probabilities (poll_jointprob.sav). For more information, see Sample Files in
Appendix A on p. 309. Use Complex Samples Ordinal Regression to fit a model for
the level of support for the bill based upon voter demographics.

Running the Analysis

» To run a Complex Samples Ordinal Regression analysis, from the menus choose:

Analyze
Complex Samples
Ordinal Regression...

238



239

Figure 21-1
Complex Samples Plan dialog box

Complex Samples Ordinal Regression

Complex Samples Plan

Flan

File: | poll.csplan

If vwou do not have a plan file For your comples: sample vou can use
the Ainalvsis Preparation YWizard to create one, Choose Prepare For
Analysis From the Complex Samples menu to access the wizard.

Joint Probabilities

Joint probabilities are required if the plan requests unequal probability
WWOR estimation, Otherwise they are ignored,

() Use: default file ( poll.sav)

() An open datasst

(%) Custom file

File: | poll_jointprob. sav

I Continue H Cancel ” Help

l

» Browse to and select poll.csplan as the plan file. For more information, see Sample

Files in Appendix A on p. 309.

» Select poll_jointprob.sav as the joint probabilities file.

» Click Continue.
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Figure 21-2
Ordinal Regression dialog box
Complex Samples Ordinal Regression

Wariables: Dependent Yariable:
&)Voler 1D [wateid] [ 3 | ;[I The legizlature shoul... | [ Model... ]
&) Meighborhood [nbih... — —
&) T ovanship [tov] [ Rezponze Probabilities... ] [ Statistics. .. ]
&) Coaunty [cournty] Hypothesis Tests...
‘g& Inclugion [Selection] ... F‘?Cth: -
& Cumulative Sampling.. ihge categon [sg... A ;}Ddds Relios..

& Cumulative Sampling... 4 ¢ Gender [gender]

r . 3 Save...
i Voted in last elec... [v]

LCovanates:

»
Link Function:
| Lagit [v ]
Subpopulation
W ariable:
4 |
Category:

I Ok ” Paste “ Beset ” Cancel ” Help ]

» Select The legislature should enact a gas tax as the dependent variable.
» Select Age category through Driving frequency as factors.

» Click Statistics.
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Figure 21-3

Ordinal Regression Statistics dialog box

Complex Samples Ordinal Regression

Complex Samples Ordinal Regression: Statistics

Madel Fit
Pseudo R-square

Classification table

Parameters

Estimate
Exponentiated estimate
Standard error

Confidence interwval

[Jt-test

Parallel Lines

wald test of equal slopes

[l covariances of parameter estimates

[ Correlations of parameter estimates
Design effect

[ 5quare root of design effect

Sarmple design infarmation

Parameter estimates for generalized tunequal slopes) modek

[]Covatiances of parameter estimates For generalized (Unequal slopes) model

Surnmary statiskics For model variables

[ Conkinue H Cancel H

Help

Select Classification table in the Model Fit group.

Select Estimate, Exponentiated estimate, Standard error, Confidence interval, and Design
effect in the Parameters group.

Select Wald test of equal slopes and Parameter estimates for generalized (unequal slopes)

model.

Click Continue.

Click Hypothesis Tests in the Complex Samples Ordinal Regression dialog box.
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Figure 21-4
Hypothesis Tests dialog box
Complex Samples: Hypothesis Tests
Test Statistic Sampling Degrees of Freedom
CE )
(%) Based on zample design
() Adjusted F
Figed
() Chi-square O Fiee
() Adjusted Chi-square
Adjustment for Multiple Comparnzons
() Least significant differsnce
() Seguential Bonferrani
O Sidak
() Bonfermoni
I Continue ] ’ Cancel ] [ Help ]
Even for a moderate number of predictors and response categories, the Wald F test
statistic can be inestimable for the test of parallel lines.
» Select Adjusted F in the Test Statistic group.
» Select Sequential Sidak as the adjustment method for multiple comparisons.
» Click Continue.
» Click Odds Ratios in the Complex Samples Ordinal Regression dialog box.
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Figure 21-5

Ordinal Regression Odds Ratios dialog box

Complex Samples Ordinal Regression

Complex Samples Ordinal Regression: Odds Ratios

Factars:
d:l Age category [agecat]
gt) Gender [gender]
&5 Woted in last election...
d:l Dirivding frequency [dr...

Lovanates:

Cumulative Odds Ratios for Comparing Factor Levels:

Factor

Reference Category

Age category [agecat]

Driving frequency [drivefreg]

[Highest value)
10-14,999 milesfvear

Cumulative Ddds Batios for Change in Covanate Values:

Covariate

Units of Change

One et of cumulative odds ratios is produced for each warniable in the Odds Ratios grids. For each set, all other
factors in the model are evaluated at their highest levels; all other covariates are evaluated at their means.

[ Continue H Cancel ” Help

Choose to produce cumulative odds ratios for Age category and Driving frequency.

Select 10-14,999 miles/year, a more “typical” yearly mileage than the maximum, as the
reference category for Driving frequency.

Click Continue.

Click OK in the Complex Samples Ordinal Regression dialog box.
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Pseudo R-Squares

Figure 21-6
Pseudo R-Squares

Cox and Snel A7a
Magelkerke RE
hcFadden Liry|

Dependent Yariahle: The legislsture should enact & gas tax (Ascending)
Model: (Threshold), agecat, gender, votelast, drivefreg
Link function; Logit

In the linear regression model, the coefficient of determination, R?, summarizes

the proportion of variance in the dependent variable associated with the predictor
(independent) variables, with larger R? values indicating that more of the variation is
explained by the model, to a maximum of 1. For regression models with a categorical
dependent variable, it is not possible to compute a single R? statistic that has all of
the characteristics of R in the linear regression model, so these approximations

are computed instead. The following methods are used to estimate the coefficient

of determination.

m  Cox and Snell’s R? (Cox and Snell, 1989) is based on the log likelihood for the
model compared to the log likelihood for a baseline model. However, with
categorical outcomes, it has a theoretical maximum value of less than 1, even
for a “perfect” model.

m  Nagelkerke’s R2 (Nagelkerke, 1991) is an adjusted version of the Cox & Snell
R-square that adjusts the scale of the statistic to cover the full range from 0 to 1.

®m  McFadden’s R2 (McFadden, 1974) is another version, based on the log-likelihood
kernels for the intercept-only model and the full estimated model.

What constitutes a “good” R2 value varies between different areas of application.
While these statistics can be suggestive on their own, they are most useful when
comparing competing models for the same data. The model with the largest R? statistic
is “best” according to this measure.
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Tests of Model Effects
Figure 21-7
Tests of model effects
Adjusted Sequerntial

Source di1 di2 Wald F Sig. Sidak Sig.
aeoat 22683 | 31.966 E.215 004 003
gender 1000 | 14.000 045 234 &34
wotelast 1000 | 14.000 076 TET a7
drivefreq | 3785 | s2.887 228015 000 000

Dependent “Yariable: The legiskature should enact a gas tax (Ascending)
Mocel: (Threshold), agecat, gender, vatelast, drivefreg
Link function: Logit

Each term in the model is tested for whether its effect equals 0. Terms with significance
values less than 0.05 have some discernable effect. Thus, agecat and drivefreq
contribute to the model, while the other main effects do not. In a further analysis of the
data, you would consider removing gender and votelast from the model.

Parameter Estimates

The parameter estimates table summarizes the effect of each predictor. While
interpretation of the coefficients in this model is difficult due to the nature of the
link function, the signs of the coefficients for covariates and relative values of
the coefficients for factor levels can give important insights into the effects of the
predictors in the model.

m  For covariates, positive (negative) coefficients indicate positive (inverse)
relationships between predictors and outcome. An increasing value of a covariate
with a positive coefficient corresponds to an increasing probability of being in one
of the “higher” cumulative outcome categories.

m  For factors, a factor level with a greater coefficient indicates a greater probability
of being in one of the “higher” cumulative outcome categories. The sign of a
coefficient for a factor level is dependent upon that factor level’s effect relative to
the reference category.
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Figure 21-8
Parameter estimates

93% Confidence

95% Confidence Interval for
Std. Interval Design ExpiB)

Parameter B Error Lovwver Upper Effect Exp(B) | Lower Upper

Threshald [opinion_gastax=1] -3.343 A04 | -3566 | 3120 1132 035 nz2s 044
[opinion_gastax=2] -1.4910 095 =220 -1.700 1.058 145 20 83
[opinion_gastax=3] -E74 080 -.G66 -452 s A0 42 £18

Rearession  [agecat=1] =324 a7a -.494 - 154 1.783 723 &10 555
[agecat=2] =135 054 -.255 -2z 1.158 an 775 f=ri}
[agecat=3] -.093 076 =237 &S 2208 09 J73 1.070
[auecat=4] 0oo@ . . . . 1.000 . .
[aencer=0] - 005 035 -0g4 065 949 892 820 1.0
[gencer=1] ooo@ . . . . 1.000 . .
[votelast=0] -0 039 -0as 073 1103 539 509 1076
[wotelast=1] 0003 . . . . 1.000 . .
[drivefreg=1] =375 A83 | 4073 | 3423 1117 023 o7 033
[drivefreq=2] -3.003 16 -3.251 -2.755 1.226 osa 039 064
[drivefreg=3] -2.293 A14 | -2540 | 2050 1583 Am n7a A29
[drivefreg=4] -1.570 082 | 1789 | 1372 1.078 205 A7 254
[drivefreq=5] -1z 089 -1.003 -E1 941 444 367 A37
[drivefreg=6] oo2 1.000

Model: (Threshold), agecat, gender, votelast, drivefreq

Link function: Logit

a. Set to zero because this parameter is reduncdant.

Dependent Yariable: The legiskature should enact & gas tax (Ascending)

You can make the following interpretations based on the parameter estimates:

m  Those in lower age categories show greater support for the bill than those in the
highest age category.

®  Those who drive less frequently show greater support for the bill than those who

drive more frequently.

B The coefficients for the variables gender and votelast, in addition to not being

statistically significant, appear to be small compared to other coefficients.

The design effects indicate that some of the standard errors computed for these
parameter estimates are larger than those you would obtain if you used a simple
random sample, while others are smaller. It is vitally important to incorporate the
sampling design information in your analysis because you might otherwise infer,
for example, that the coefficient for the third level of Age category, [agecat=3], is

significantly different from 0!
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Classification
Figure 21-9
Categorical variable information
Weighted
Weighted Court Percernt
The legislsture Strongly agree 25132955 M 3%
should gnact & agres 32261 425 27.3%
gastax Disagres 20477 417 24.9%
Strongly disagree I H4.203 26.5%
Mge category 18-30 20509 504 17 4%
31-45 35380506 28.9%
46-E0 34586:3.792 29.5%
=60 27430195 232%
Gender htale 61424 547 S2.0%
Femals SE7ET 453 45.0%
“Yoted in last Mo TOBOT 216 587 %
election Yes 47576 754 40.3%
Driwing Do not owvn car 343T 3T 29%
freguency =10,000 milesiyear 10816349 9.2%
10-14 999 milesiear 32539.364 27.5%
15-19,999 milestyear IMTIE14 33.2%
20-29 939 milesvear 25617 804 21 .7%
==30,000 milesfyear E595 532 5.6%
Population Size 115186000 100.0%

a. Dependent varisble values are sorted in ascending order.

Complex Samples Ordinal Regression

Given the observed data, the “null” model (that is, one without predictors) would
classify all customers into the modal group, Agree. Thus, the null model would be
correct 27.3% of the time.
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Figure 21-10
Classification table
Predicted
Strongly Stronghy Percert
Ohzerved agres Agres Dizagree dizagres Correct
Strongly agree TOET.S67 | 12130814 3575.825 2058.750 28.1%
Agree 4271234 14464 286 T320767 6205137 44 5%
Dizagres 2024816 | 11703365 7108.487 8640746 24.1%
Strongly disagres 580369 8169.109 EQ45.522 | 15308.703 45.9%
Cwerall Percent 121% 39.3% 21 4% 2 3% 372%

Dependent Yariable: The legislature should enact a gas tax (Ascending)
Mocel (Threshold), agecat, gender, votelast, drivefreg
Link function: Logit

The classification table shows the practical results of using the model. For each case,
the predicted response is the response category with the highest model-predicted
probability. Cases are weighted by Final Sampling Weight, so that the classification
table reports the expected model performance in the population.

m  Cells on the diagonal are correct predictions.

m  Cells off the diagonal are incorrect predictions.

The model correctly classifies 9.9% more, or 37.2% of the cases. In particular, the
model does considerably better at classifying those who Agree or Srongly disagree,
and slightly worse with those who Disagree.

Odds Ratios

Cumulative odds are defined as the ratio of the probability that the dependent variable
takes a value less than or equal to a given response category to the probability that it
takes a value greater than that response category. The cumulative oddsratio is the
ratio of cumulative odds for different predictor values and is closely related to the
exponentiated parameter estimates. Interestingly, the cumulative odds ratio itself does
not depend upon the response category.
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Figure 21-11
Cumulative odds ratios for Age category
95% Confidence
Cumulative Inberal Diezign Suare Roat
Oz Ratio Loswver Upper Effect Design Effect
Age 158-30 ws. =60 1.383 1.166 1639 1.793 1.338
calegory  51.45 vws. =60 1.145 1.022 1.290 1.158 1.076
46-60 ws. =60 1.100 835 1.294 2206 1.485

Dependent “Yariable: The legislature should enact a gas tax (Azcending)
Model: (Threshold), agecat, gender, votelast, drivefreq
Link function; Logit

a. Factors and covaristes used in the computation are fixed at the following values: Age
category==60; Gender=Female; “oted in last election=""es; Driving
frequency===30000 miesvear

This table displays cumulative odds ratios for the factor levels of Age category. The
reported values are the ratios of the cumulative odds for 18-30 through 4660,
compared to the cumulative odds for >60. Thus, the odds ratio of 1.383 in the first
row of the table means that the cumulative odds for a person aged 18-30 are 1.383
times the cumulative odds for a person older than 60. Note that because Age category
is not involved in any interaction terms, the odds ratios are merely the ratios of the

exponentiated parameter estimates. For example, the cumulative odds ratio for 18-30
vs. >60is 1.00/0.723 = 1.383.

Figure 21-12
Odds ratios for driving frequency

3% Confidence
Cumulative Irterval Design Sejuare Root
Olds Ratio Lowwer Upper Effect Design Effect
Driving Dot cwen car ws.
frequency  10-14 898 milesiyear 4288 2878 £.390 2345 1.531
=10,000 milesfyear vs.
10-14 998 milesfyear 2.030 1.656 2455 1538 1.356
15-19,999 milesfvear vs.
10-14 999 milesfyear 454 430 46 1.450 1.204
20-29,999 milesfvear vs.
10-14 998 milesfyear 227 1493 26T 2085 1.445
==30 000 miles ear vs.
10-14 998 milesfyear A a7a 1249 14585 1.258

Dependent Yariable: The legislature should enact & gas tax (Ascending)
Model: (Threshold), agecat, gender, votelast, drivefreq
Link function: Logit
a. Factors and covariates used in the computation are fixed at the following values: Age
category==60; Gender=Female; Voted in last election=""es; Driving frequency===30 000 milesiear
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This table displays the cumulative odds ratios for the factor levels of Driving
frequency, using 10-14,999 miles/year as the reference category. Since Driving
frequency is not involved in any interaction terms, the odds ratios are merely the ratios

of the exponentiated parameter estimates. For example, the cumulative odds ratio for
20-29,999 mileslyear vs. 10-14,999 miles/year is 0.101/0.444 = 0.227.

Generalized Cumulative Model

Figure 21-13
Test of parallel lines

Adjiuzted Secuertial
df1 df2 Wizl F Sigy. Sidak Sig.
8.769 122767 1.894 061 392

Dependent Yariahle: The legiskature should enact a gas tax (Ascending)
Model (Threshold), agecat, gender, votelast, drivefregy
Link function: Logit

The test of parallel lines can help you assess whether the assumption that the
parameters are the same for all response categories is reasonable. This test compares
the estimated model with one set of coefficients for all categories to a generalized
model with a separate set of coefficients for each category.

The Wald F test is an omnibus test of the contrast matrix for the parallel lines
assumption that provides asymptotically correct p values; for small to mid-sized
samples, the adjusted Wald F statistic performs well. The significance value is near
0.05, suggesting that the generalized model may give an improvement in the model
fit; however, the Sequential Sidak adjusted test reports a significance value high
enough (0.392) that, overall, there is no clear evidence for rejecting the parallel lines
assumption. The Sequential Sidak test starts with individual contrast Wald tests to
provide an overall p value, and these results should be comparable to the omnibus Wald
test result. The fact that they are so different in this example is somewhat surprising
but could be due to the existence of many contrasts in the test and a relatively small
design degrees of freedom.
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Figure 21-14
Parameter estimates for generalized cumulative model (shown in part)
95% Confidence

The legislsture should Std. Iritestval

enact a gas tax Parameter B Errar Lowver Upper

Strongly agree [ Threshold) -3.681 pe | -4.155 -3.207
[agecat=1] =320 098 -525 =115
[agecat=2] -.07s iy | -227 orvy
[agecat=3] -0z 073 -180 135
[auecat=4] 0003 .
[gender=0] -.082 054 =197 033
[gendear=1] 002 .
[waotelast=0] Rulus] 052 -104 Az0
[otelsst=1] ooo? .
[drivefreg=1] -4.096 2E7 -4 GBS -3.523
[drivefreg=2] -3.367 237 -3.676 -2.857
[drivefreg=3] -2678 prels -3.158 -21939
[drivefreg=4] -1.923 213 -2.354 -1.471
[drivefrag=5] -1.015 252 -1.555 - 476
[drivefrag=G] ooo? .

Agres [ Threszhald) -1.963 183 -2.291 -1635
[agecat=1] -.385 nas - 5587 -182
[agecat=2] =130 0E39 =279 ms
[agecat=3] -139 A0 -.3396 o7y
[auecat=4] 0003 .
[gender=0] -.004 040 -.090 ng2
[gender=1] 002 .
[watelast=0] 009 0538 =17 135
[otelsst=1] ooo? .
[drivefreg=1] -3.867 38 -4.549 -3.185
[crivefreq=2] -3.005 175 -3.380 -2630
[drivefreg=3] -2.290 NET =269 -1.5585
[drivefrag=4] -1.633 166 -1.938 -1.275
[drivefreg=5] -.809 A37 -1.204 -E15
[drivefrag=6] 0003

Moreover, the estimated values of the generalized model coefficients don’t appear to
differ much from the estimates under the parallel lines assumption.

Dropping Non-Significant Predictors

The tests of model effects showed that the model coefficients for Gender and Voted in
last election are not statistically significantly different from 0.
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» To produce a reduced model, recall the Complex Samples Ordinal Regression dialog

box.

» Click Continue in the Plan dialog box.

Figure 21-15
Ordinal Regression dialog box
Complex Samples Ordinal Regression
Wariables: Dependent Yariable:
&b Vater 1D [voteid] [ 3 | ;[IThe legizlature shoul... | [ Model... ]
&) Meighborhood [nbih... [ - —— ] [ F— ]
&)Township [town] esponse Probabilities. .. Statistics..,

&) Coaunty [cournty]
[ Factors:

Hypothesis Tests. .

;[I Age categary [agecat]
[ 3 ;[I Diniving frequency [dr...

@&Cumulative Sampling...
f Cumulabive Sampling...

LCovanates:

»
Link Function:
| Lagit [v ]
Subpopulation
W ariable:
4 |
Category:

I Ok ” Paste “ Beset ” Cancel ” Help ]

Odds Ratios...

» Deselect Gender and Voted in last €lection as factors.

» Click Options.
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Figure 21-16
Ordinal Regression Options dialog box

Complex Samples Ordinal Regression

Complex Samples Ordinal Regression: Options

Estimation Method

() Eisher scoring

() Fisher scoting then Newton-Raphson

Maximurn Mumber of Iteration
Before Switching:

User-Missing Yalues

() Treat as invalid

() Treat as valid

This setting applies to categorical design and model
variables,

Confidence Interval (%) | 95

Estirnation Criteria

Maxirnum Ikerations: 100

Mazximum Step-Halving: &

Limit iterations based on change in parameter estimates

Tinirnurm

Change: | 0000001

Type: | Relative w

[ Limit iterations based on change in log-likelihood

Check for complete separation of data points

Starting Iteration: | 20

Display iteration history

Increment: 1

Continue ” Cancel ][ Help

» Select Display iteration history.

>

The iteration history is useful for diagnosing problems encountered by the estimation

algorithm.

Click Continue.

» Click OK in the Complex Samples Ordinal Regression dialog box.
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Warnings

Figure 21-17
Warnings for reduced model

The log-likelihood value cannat be increased after the maximum number of
steps inthe step-halving method.

The CSORDIMAL procedure continues despite the above warning(s).
Subzequent results showen are based on the last teration. Yalidity of the model
fit iz uncertain.

The follovwing message applies to the generalized cumulstive model.

The log-likelihood value cannat be increased after the maximum number of
steps inthe step-halving method.

The warnings note that estimation of the reduced model ended before the parameter
estimates reached convergence because the log-likelihood could not be increased with
any change, or “step,” in the current values of the parameter estimates.

Figure 21-18
Warnings for reduced model

Threshold Regrezsion

M Pseudo -2 | [opinion | [opinion [opinion [chive | [drive | [drive [crive [cdrive:
Iterationb Step-h ) Lpg _gaztax | _gastax | _gastax [agec | [agec | [agec freg= frec= freg= freg= freg=
Mumber alving Likelihood =1] =2] =3] at=1] at=2] at=3] 1] 2] 3] 4] a]
0 ] 3266403 -1.309 -055 1.020 0oa .ong noa 0og .ong .0oa 0oa 0og
1 ] 3033567 .5 -3.242 -1.881 -704 | -323 | -137 | -094 |-3541 |-2870 | -2.245 |-13863 | -.633
2 ] 3033363 -3327 -1.897 -BE4 | -325 | -139 | -095 |-3740 [-2995 |-2291 (1568 | -8M
3 ] 3033359 -3.333 -1.900 -BE4 | -326 | -139 | -096 |-3750 |-3.003 | -2.295 |1570 [ -812
4 ] 3033359 -3.333 -1.900 -BE4 | -326 | -139 | -096 |-3750 |-3.003 | -2.295 |1570 [ -812
53 5 3033359 -3333 -1.900 -BE4 | -326 | -138 | -096 |-3750 |-3003 |-2295 |15T0 [ -&2

Redundant parameters are not displayed. Their values are always zero in all terations .
Dependent “Yariable: The legisksture should enact a gas tax (Ascending)

Model: (Threshold), agecat, drivefreg

Link function: Logit

8. The log-likelibiood value cannot be increased after the maximum number of steps inthe step-halving method.

k. hMeswton-Raphzon method was used to estimate the parameters.

Looking at the iteration history, the changes in the parameter estimates over the last

few iterations are slight enough that you’re not terribly concerned about the warning
message.
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Comparing Models
Figure 21-19
Pseudo R-Squares for reduced model
Cox and Snel 174
Magelkerke RE
MeFacdden o

Dependent Yariahle: The legislsture should enact & gas tax (Ascending)
Model: (Threshold), agecat, gender, votelast, drivefreg
Link function; Logit

The R2 values for the reduced model are identical to those for the original model. This
is evidence in favor of the reduced model.

Figure 21-20
Classification table for reduced model

Predicted

Strongly Strongly Percent
Observed agres Agres Disagree disagres Correct
Strongly agree 7OB7 567 | 12823258 3183.380 2055.730 281%
Aggres 4271.234 | 15684.090 6100963 E205.137 48 6%
Disagrees 2024816 | 13157809 5654.047 G640.746 19.2%
Strongly disagree 559,969 9226575 5539.053 | 15305.703 43.9%
Creersll Percert 121% 431% 17 6% 27 3% 37 0%

Dependent Yariahle: The legislsture should enact & gas tax (Ascending)
Model: (Threshold), agecat, drivefreg
Link function: Logit

The classification table somewhat complicates matters. The overall classification rate
0f 37.0% for the reduced model is comparable to the original model, which is evidence
in favor of the reduced model. However, the reduced model shifts the predicted
response of 3.8% of the voters from Disagree to Agree, more than half of whom were
observed to respond Disagree or Strongly disagree. This is a very important distinction
that deserves careful consideration before choosing the reduced model.

Summary

Using the Complex Samples Ordinal Regression Procedure, you have constructed
competing models for the level of support for the proposed bill based on voter
demographics. The test of parallel lines shows that a generalized cumulative model is
not necessary. The tests of model effects suggest that Gender and Voted in last election
could be dropped from the model, and the reduced model performs well in terms of
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pseudo-R2 and overall classification rate compared to the original model. However,
the reduced model misclassifies more voters across the Agree/Disagree split, so the
legislators prefer to keep the original model for now.

Related Procedures

The Complex Samples Ordinal Regression procedure is a useful tool for modeling an
ordinal variable when the cases have been drawn according to a complex sampling
scheme.

m  The Complex Samples Sampling Wizard is used to specify complex sampling
design specifications and obtain a sample. The sampling plan file created by the
Sampling Wizard contains a default analysis plan and can be specified in the Plan
dialog box when you are analyzing the sample obtained according to that plan.

®  The Complex Samples Analysis Preparation Wizard is used to specify analysis
specifications for an existing complex sample. The analysis plan file created by the
Sampling Wizard can be specified in the Plan dialog box when you are analyzing
the sample corresponding to that plan.

m  The Complex Samples General Linear Model procedure allows you to model
a scale response.

m  The Complex Samples Logistic Regression procedure allows you to model a
categorical response.
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The Complex Samples Cox Regression procedure performs survival analysis for
samples drawn by complex sampling methods.

Using a Time-Dependent Predictor in Complex Samples Cox
Regression

A government law enforcement agency is concerned about recidivism rates in their
area of jurisdiction. One of the measures of recidivism is the time until second
arrest for offenders. The agency would like to model time to rearrest using Cox
Regression on a sample drawn by complex sampling methods, but they are worried the
proportional hazards assumption is invalid across age categories.

Persons released from their first arrest during the month of June 2003 were
selected from sampled departments, and their case history inspected through the
end of June 2006. The sample is collected in recidivism_cs_sample.sav. The
sampling plan used is contained in recidivism_cs.csplan; because it makes use of
a probability-proportional-to-size (PPS) method, there is also a file containing the
joint selection probabilities (recidivism_cs_jointprob.sav). For more information,
see Sample Files in Appendix A on p. 309. Use Complex Samples Cox Regression
to assess the validity of the proportional hazards assumption and fit a model with
time-dependent predictors, if appropriate.

Preparing the Data

The dataset contains the dates of release from first arrest and second arrest; since
Cox regression analyzes survival times, you need to compute the amount of time
between these dates.

257
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However, Date of second arrest [ date2] contains cases with the value 10/03/1582, a
missing value for date variables. These are people who have not had a second offense,
and we definitely want to include them as right-censored cases in the model. The end
of the follow-up period was June 30, 2006, so we are going to recode 10/03/1582
to 06/30/2006.

» To recode these values, from the menus choose:

Transform
Compute Variable...

Figure 22-1
Compute Variable dialog box

HE| Compute Yariable

Target Yariahle: Mumeric Expression;
[etate2 | -  paTEDMY(30,6,2008)

Type & Label...

&) Employed [employ
&) Gender [gender] Function group:

ol severtty of first ... @ Current Date/Time
& Violent first crime ... Date Arithmetic

| »

]

,.ﬁ Date of release fr.. Date Creation
& Posted bail [bail]

| B E Date Extraction
&) Received rehabilit... Inverse DF
&) Second arrest [ar.. m E] D Miscellaneous i

;[I Severity of secon... Functions and Special Yariables:
& Violert second eri... E] B Date Dmy
&) Second convictio. . Date Mdy
&%) Date of second ar. DATE.DMY (day month,year). Numeric. Returns a date Diate Moyr
& Inclusion (Selectio... walue corresponding to the indicated day, month, and Date Gyr
. } vear. The arguments must resclve to integers, with day :
ef Cumulative Sampli... Date Wy

between 1 and 31, month between 1 and 13, and year a
four-digit integer greater than 1582, To display the result Date vrday
& cumulative Sampi... | | s adate, assign a date format to the result variable.
ef Final Sampling We...| =

(optional case selection condition)

| oK IH Paste H Reset ” Cancel ” Help ]

& Inclusion (Selectio...

» Type date2 as the target variable.

» Type DATE.DMY(30,6,2006) as the expression.
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» Click If.
Figure 22-2
Compute Variable If Cases dialog box
5 Compute Yariable: If Cases
&5 City [city] = O Inchude all cases
&) Arrest ID [arrest]
gﬁ Agein years [age] @ Include if case satisfies condition:
d:' Age category [ag... 1 ———  MISSING(date2)
&5 Marttal status [ma... | + ‘
d:l Social status [soc... -
7l Level of educatio... Function group:
% Employed [employ] :;J:I:FIS::;CTIOH =
&3 Gencler [gender] Miscellaneous
d:l Severity of firstc.. Mssing e
Violert first crime PDF & Noncentral PDF
45 Date of release fr.. Random Mumbers
& Posted bail [bail] S
% Received rehabilit.. Functions and Special Variables:
% Second arrest [ar... FSysmis
d:l Severity of secon... Missing
& Violert second cri. MISSING{variable). Logical. Returns 1 or true if variable MNmiss
&) Second convictio... has a system- or user-missing value. The argument Nvalid
aﬁ Date of second ar should be a variable name in the active dataset. Sysmis
f Inclusion (Selectio... "Value
f Cumulative Sampli...
& Inclusion (Selectio...
& Cumulative Sampli...
f Final Sampling We...|+|

I Continue ” Cancel ” Help

» Select Include if case satisfies condition.

» Type MISSING(date2) as the expression.

» Click Continue.

» Click OK in the Compute Variable dialog box.

» Next, to compute the time between first and second arrest, from the menus choose:

Transform
Date and Time Wizard...
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Figure 22-3
Date and Time Wizard, Welcome step

@ Date and Time Wizard

Welcome to the date and time wizare

What would you like to do?

O Learn how dates and times are represerted in SPSS

reate a dateftime variable from a string containing a date or time
O Create a datetime variable from variables holding parts of dates or times
@ Calculate with dates and times

O Extract a part of a date or time variable

O Assign periodicity to a dataset (for time series data). This ends the wizard and epens the
Define Dates clialog box

| = Bach | Mext = “ Finizsh H Cancel ” Help

» Select Calculate with dates and times.

» Click Next.
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Figure 22-4
Date and Time Wizard, Do Calculations on Dates step

@Date and Time Wizard - Step 1 of 3

&

Do Calculastions on Dates

Choose one of the following tasks and press Mext

O Add or subtract a duration from a date (e.g., add a month to an age or add a time variable
to a datetime variable)

@ Calculate the number of time units between two dates (e.g., calculate an age in years from
a birthdate and ancther date)

( ) Subtract two durations (e.g., time worked - time commuting)

= Back Mext = “ Finizsh H Cancel ” Help

» Select Calculate the number of time units between two dates.

» Click Next.
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Figure 22-5
Date and Time Wizard, Calculate the number of time units between two dates step

E Date and Time Wizard - Step 2 of 3

Caleulate the number of time units between two date or datetime variables.

The resuft will be an integer variable. Any fractional part of a unit will be discarded. The result will be a duration variable. Only duration
variables are shown inthe variables list below .

‘ariables: D
& Current date and time [$TIME] | |

minus Date2:
Date of release from first arrest [dated] |

Unit:
[Da\rs - ]

Result Treatment

@ Truncate to integer
() Round to integer

() Retain fractional part

For morth and year units, the result is based on
average unit length unless truncation is used.

$TIME is the current date and time.

= Back Mext = “ Finizsh H Cancel ” Help

» Seclect Date of second arrest [date?] as the first date.

» Select Date of release fromfirst arrest [datel] as the date to subtract from the first date.
» Select Days as the unit.
>

Click Next.
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Complex Samples Cox Regression

Date and Time Wizard, Calculation step

@ Date and Time Wizard - Step 3 of 3

Caleulstion: date? - datel

Result ‘Variable: Units:
|ti|ne_to_euent Weeks
‘fariable Label:

|Ti|ne to second arrest

Execution

(%) Create the variable now

'::l Paste the syntax into the syntax window

| Finigh j’ Cancel ” Help ]

» Type time_to_event as the name of the variable representing the time between the

two dates.

» Type Timeto second arrest as the variable label.

» Click Finish.

Running the Analysis

» To run a Complex Samples Cox Regression analysis, from the menus choose:

Analyze
Complex Samples
Cox Regression...
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Figure 22-7
Complex Samples Plan for Cox Regression dialog box
H Complex Samples Plan for Cox Regression
rPlan

File: |recidi\rism_cs csplan | Browse...

If you do not have a plan file for your complex sample, you
can use the Analysis Preparation Wizard to create one.
Choose Prepare for Analysis from the Complex Samples
menu to access the wizard.

rJoint Probabilities

Joint probakilities are reguired if the plan reguests unequal
probakility WOR estimation. Ctherwise, they are ignored.

() Use default fle  (recidivism_cs sav)

() An open dataset

recidivism_cs_sample.sav []

(%) custom file

File: |recidi\rism_choirrtprob.sa\t | Browse...
Do ][ oo ][0 ]

» Browse to the sample files directory and select recidivism_cs.csplan as the plan file.

» Select Custom file in the Joint Probabilities group, browse to the sample files directory,
and select recidivism_cs_jointprob.sav.

» Click Continue.
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Complex Samples Cox Regression

Cox Regression dialog box, Time and Event tab

= Complex Samples Cox Regression

Time ancl Event l Predictors | Subgroups | Model | Statistics | Plots | Hypothesis Tests | Save | Export | Options

Variables:

& Arrest D [arrest]

Age in years [age]
il Age category [agecat]
& Warital status [marital]
il Social status [social]
{I Level of education [ed]
& Employed [employ]
&3 Gender [gender]
{l Severity of first crime [crime1]
&3 Violert first crime [violert1]
Date of release from first arrest [cdate1]
& Posted bail [bail
&3 Received rehabilitation [rehab]
il Severity of second crime [crime2]
&3 Vialert second crime [violert2]
&3 Second conviction [convict2]
Date of second arrest [date2]

& Inclusion (Selection) Probakility for Stage ..
& Cumulative Sampling Weight for Stage 1[...
& Inclusion (Selection) Probahbiity for Stage ...
& Cumulative Sampling Weight for Stage 21[...
& Final Sampling Weight [SampleVWeight_Fin...

rSurvival Time

rStart of Interval (Onset of Risk)
(2) Time 0

() Varies by subject

|E| |:.[:\|l ariable

rEnd of Interval

End Variahle:

| » | |f Time to second arrest [time_to_event]

Status “ariable:

L&) Second arrest [arrest2]

icating that event [nene]

Define Event...

—| Subject ldertifier:

Choose a subject identifier variakle if there are multiple cases per subject.

|| Paste H Reset ” Cancel H Help ]

Select Time to second arrest [time_to_event] as the variable defining the end of the

interval.

Select Second arrest [arrest?] as the variable defining whether the event has occurred.

Click Define Event.
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Figure 22-9
Define Event dialog box
E Define Event
rValues Indicating that Event Has Occurred
@ Individual valuesi(z) Specify One Or Maore Values:
0 Mo E
1 Wes
-
e
() Range of values tainimum: |:|
Mz |:|

| Continue ” Cancel ” Helg ]

» Select 1 Yes as the value indicating the event of interest (rearrest) has occurred.

» Click Continue.

» Click the Predictors tab.
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Figure 22-10
Cox Regression dialog box, Predictors tab

= Complex Samples Cox Regression

Time ancl Event I Predictors l Subgroups | Model | Statistics | Plots | Hypothesis Tests | Save | Export | Options
Variables:
&b Arrest ID [arrest]
il Age category [agecat]
&) Marital status [marttal]
1l social status [social]
il Level of education [ed]
&) Employed [employ]
&) Gendler [gender]
il Severity of first crime [crime1]
&) Wiolert first crime [violent1]
Date of release from first arrest [date1]
& Posted bail [bail]
&) Received rehakilitation [rehak]
,{I Severity of second crime [crime2]
&) “iolent second crime [violent2]
&) Second conviction [convict2] & Covariates:
Date of second arrest [clate2] & Age in years [age]
& Inclusion (Selection) Probability for Stage 1 [InclusionProbabilty_1_]
f Cumulative Sampling Weight for Stage 1 [SampleWeightCurmulative_1_]
f Inclusion (Selection) Probability for Stage 2 [InclusionProbability_2_]
& Cumulative Sampling Weight for Stage 2 [SampleWeightCumulative_2_]
f Final Sampling Weight [Sample\Weight_Final_]

1! Factors:

Time-Dependent Predictors:

[ New... H Eclt... || Delete |

CK “ Paste ” Reset ” Cancel H Help ]

» Seclect Agein years[age] as a covariate.

» Click the Statistics tab.
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Figure 22-11
Cox Regression dialog box, Statistics tab

| Complex Samples Cox Regression

Titme and Everit Predictors Subgroups Moidel Statistics Plots

Sample design informstion
Event and censoring summary.

[ Risk set ot event times

Parameters

I:‘ Estitmate D Covariances of parameter estimates
[] Exponertisted estimate [ | Correlations of parameter estimates
[ Standard error [ Design etfect

I:‘ Confidence interval D Sguare root of design effect

[ ttest

Model Assumptions
Test of proportional hazards

Titme Function: | Log -

Parametet estimates for atternative model

I:‘ Covariance matrix for aternstive model

D Baszeling survival and cumulative hazard functions

Hypothesis Tests

Save Export

|| Ok ||| Paste || Reset || Cancel H

Helg |

Dptions

» Select Test of proportional hazards and then select Log as the time function in the Model

Assumptions group.

» Select Parameter estimates for alternative model.

>

Click OK.
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Figure 22-12

Sample design information

Complex Samples Cox Regression

Unweighted Counts

Population Subject Size

Stage 1

Sampling Design Degrees of Freedaom

I
Yalid Subjects a6av
Cases 9687
Inwalid Cases ]
Total Cages AERT
3074583.898
Strata 4
Units 20
16

This table contains information on the sample design pertinent to the estimation

of the model.

m  There is one case per subject, and all 5,687 cases are used in the analysis.

m  The sample represents less than 2% of the entire estimated population.

B The design requested 4 strata and 5 units per strata for a total of 20 units in the
first stage of the design. The sampling design degrees of freedom are estimated

by 20—4=16.
Tests of Model Effects
Figure 22-13
Tests of model effects
Source dfl df? Wald F Sig.
age 1.000 16 504.787 1.580E-13

Survival Time Variahle: Time to second arrest

Event Status Wariable: Second arrest=1.0

Model; age

In the proportional hazards model, the significance value for the predictor age is less
than 0.05 and, therefore, appears to contribute to the model.
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Test of Proportional Hazards

Figure 22-14
Overall test of proportional hazards

dfl df2 Wald F Sig.
1.000 16.000 20924 5.136E-5
Survival Time Yariable: Time to second arrest

Event Status YWariahle: Second arrest=1.0
Model: age, age*_TF

Figure 22-15
Parameter estimates for alternative model
a0% Confidence
Interval
Parameter B Std. Errar Lowyer Lipper
age -.onz 014 -.025 0.0z
age* TF2 -012 o0z 016 -.00g

Survival Time Wariable: Time to second arrest
Event Status Variable: Second arrest=1.0
Maodel: age, age™_TF

a. Time function: Log

The significance value for the overall test of proportional hazards is less than 0.05,
indicating that the proportional hazards assumption is violated. The log time function
is used for the alternative model, so it will be easy to replicate this time-dependent

predictor.

Adding a Time-Dependent Predictor

» Recall the Complex Samples Cox Regression dialog box and click the Predictors tab.
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» Click New.

Figure 22-16
Cox Regression Define Time-Dependent Predictor dialog box
ok Complex Samples Cox Regression: Define Time-Dependent Predictor
{jl-j: Mame: |t_age |
“Yariables: Mumeric Expression;
5 Time [T ‘T‘ In(T_)*age

&3 Arrest ID [arrest]

& Age in years [age]

d:l Age category [agecat]
&) Marital status [marital]
;[I Social status [social]

;[I Level of education [ed]
&3 Emploved [employ]

&3 Gender [gender]

;[I Severity of first crime [c..
& Winlent first crime [vile...
.¢i§ Date of release from fir...
&b Posted kail [bai]

& Received rehahilitation [...

~Operators and Numbers

rFunctions and Special Variables

&) EETERIE] C [EEs] Function: Description:
Il severty of second orim... T&.bs o T
&b vinlent second crime [vi.. - M
&3 Second conyiction [con...

o Artan
Date of second arrest [... cos
& Incluzion (Selection) Pro... Exp
ef Curlstive Sampling We... Lgin
& Inclusion (Selection) Pro... Ln
f Cumulative Sampling We... \RERTE) u
& Final Sampling Weight [S... e
& Time to second arrest [t - E

Disglay” | arthmetic )| wsert |
I Continue i l Cancel ] ’ Help ]

» Type t_age as the name of the time-dependent predictor you want to define.
» Type In(T_)*age as the numeric expression.

» Click Continue.
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Figure 22-17

Cox Regression dialog box, Predictors tab

= Complex Samples Cox Regression

X

Titme and Everit I Predictors l Subgroups | Moidel | Statistics | Plots | Hypothesis Tests | Save | Export | Dptions

“atiables:

&) Region [region]

% Prowince [provinoce]

& District [rlistrict]

&b City [city]

&) Arrest I [arrest]

{l Age category [agecat]

&) Marital status [marital]

;[l Social status [social]

{l Level of education [ed]

&) Employved [employ]

&) Gender [gender]

{l Severity of first crime [crimet]

&) “iolert first critme [violert]

Date of release from first arrest [datet]
& Posted bail [bail]

&) Received rehabilitation [rehak]

,{I Severity of second crime [crimez]

% “iolert second crime [violent2]

&) Second conviction [conwvict2]

Datte: of second arrest [date2)

f Incluzion (Selection) Probability for Stage 1 [InclusionProbability _1_]
A Cumlativee Samnline einkt for Stame 11

Time-Dependent Predictors:

[ rew.. [ Eot. ][ oee= |

= 1 Factors:
[»)
i Covariates:
& Age in years [age]
(L)t _age
Lmulative L

Ok Paste “ Reset ” Cancel H Helg ]

» Select t_age as a covariate.

» Click the Statistics tab.
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Figure 22-18
Cox Regression dialog box, Predictors tab

Complex Samples Cox Regression

s Complex Samples Cox Regression
Titme and Everit Predictors Subgroups Moidel Statistics Plots Hypothesis Tests Save
Sample design informstion
Event and censoring summary.
[ Risk set ot event times
Parameters
Estitmate D Covariances of parameter estimates
[] Exponertisted estimate [ | Correlations of parameter estimates
Standard etror Design effect
Confidence interval D Sguare root of design effect
[ ttest
Model Assumptions
I:‘ Test of proportional hazards
D Baszeling survival and cumulative hazard functions
|| Ok || | Paste | | Reset | | Cancel ‘ | Helg

Export

Dptions

Select Estimate, Standard error, Confidence interval, and Design effect in the Parameters

group.

Deselect Test of proportional hazards and Parameter estimates for alternative model in

the Model Assumptions group.

Click OK.
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Tests of Model Effects
Figure 22-19
Tests of model effects
Source ofl df? Wald F Sig.
ane 1.000 16.000 015 0.91
t_age 1.000 16.000 20.924 5.136E-5

Survival Time Yariable: Time to secand arrest
Event Status Variable: Second arrest=1
Model: age, t_age

With the addition of the time-dependent predictor, the significance value for age is
0.91, indicating that its contribution to the model is superseded by that of t_age.

Parameter Estimates

Figure 22-20
Parameter estimates

5% Confidence

Interval
Parameter B Std. Error Lower Lipper Design Effect
age -0z 0.01 -.030 027 oz
1 age -2 ooz -7 -.0og .EER

Survival Time Yariahle: Time to secand arrest
Event Status Wariable: Second arrest=1
Model: age, 1_age

Looking at the parameter estimates and standard errors, you can see that you have
replicated the alternative model from the test of proportional hazards. By explicitly
specifying the model, you can request additional parameter statistics and plots. Here
we have requested the design effect; the value for t_age of less than 1 indicates that the
standard error for t_age is smaller than what you would obtain if you assumed that the
dataset was a simple random sample. In this case, the effect of t_age would still be
statistically significant, but the confidence intervals would be wider.

Multiple Cases per Subject in Complex Samples Cox Regression

Researchers investigating survival times for patients exiting a rehabilitation program

post-ischemic stroke face a number of challenges.
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Multiple cases per subject. Variables representing patient medical history should be
useful as predictors. Over time, patients may experience major medical events that
alter their medical history. In this dataset, the occurrence of myocardial infarction,
ischemic stroke, or hemorrhagic stroke is noted and the time of the event recorded.
You could create computable time-dependent covariates within the procedure to
include this information in the model, but it should be more convenient to use multiple
cases per subject. Note that the variables were originally coded so that the patient
history is recorded across variables, so you will need to restructure the dataset.

Left-truncation. The onset of risk starts at the time of the ischemic stroke. However, the
sample only includes patients who have survived the rehabilitation program, thus the
sample is left-truncated in the sense that the observed survival times are “inflated” by
the length of rehabilitation. You can account for this by specifying the time at which
they exited rehabilitation as the time of entry into the study.

No sampling plan. The dataset was not collected via a complex sampling plan and is
considered to be a simple random sample. You will need to create an analysis plan to
use Complex Samples Cox Regression.

The dataset is collected in stroke_survival.sav. For more information, see Sample
Files in Appendix A on p. 309. Use the Restructure Data Wizard to prepare the data
for analysis, then the Analysis Preparation Wizard to create a simple random sampling
plan, and finally Complex Samples Cox Regression to build a model for survival times.

Preparing the Data for Analysis

Before restructuring the data, you will need to create two ancillary variables to help
with the restructuring.

» To compute a new variable, from the menus choose:

Transform
Compute Variable...
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Figure 22-21

Compute Variable dialog box

£ Compute Yariable

Target Yariahble:

Mumeric Expression:

[start_timez

Type & Label...

;[I Hospital size [hospsi...
& Patient 1D [patic]

% Attending physician 1.
f Mge in years [age]
il Age category [agecat]
& Gender [gender]

&) Physically active [act.. [~
&) Ohbesity [obesity]

& Histary of disbetes [
&) Elood pressure [by]
& Atrial fibwrillation [af]
&) Smoker [zmoker]

&) Cholesterol [choles]
& History of angina [an...
&) History of myocardial..
&) Histary of ischemic =...

& Hospital ID [hospid] | =]

-
A s £ \

time1

LR

Function group:

Al B
Arithimetic

CDF & Moncentral COF
Conversion

current DatelTime

Date Arithmetic =]

Functions and Special Yariakles:

[optional case selection condition)

[

oK ” Paste ” Rezet “ Cancel ” Help

l

» Type start_time2 as the target variable.

» Type timel as the numeric expression.

>

Click OK.
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» Recall the Compute Variable dialog box.

Figure 22-22

Compute Variable dialog box

B Compute Yariable
Target Yariahle: Mumeric Expression;
[start_times | = time2

Type & Lakel...

&4 Hospital [0 [hospid] || ‘ « |
Hospital size [hospsi... = .
) ) Function grougp:
&4 Patient IT [patic]

&) History of disbetes [ Functions and Special Y ariables:
&; Elood presszure [by]
&) Atrial fibrillation [af]
&) Smaker [smoker]

&) Cholesterol [choles]
&) History of angina [an...
&) Histary of myocardial...

&) Histary of ischemic =... [
D s £ L 7

Al
Attending physician |.
& Sk Arithimetic
f Age in years [age]
CDF & Moncentral COF
;[I Age category [agecat] ]
Conversion
&) Gender [gender] [ﬂ .
. i Current DatelTime
&) Physically active [act... | . . —
] 3 i Date Arithmetic -
&) Ohesity [obesity]

[optional case selection condition)

[ox [ eome J( et J[ comen J[_rer ]

Type start_time3 as the target variable.
Type time2 as the numeric expression.

Click OK.

v v v VY

To restructure the data from variables to cases, from the menus choose:

Data
Restructure...
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Figure 22-23
Restructure Data Wizard, Welcome step

m Restructure Data Wizard

Q

Welcome to the Restructure Data Wizard!

This wizard helps you to restructure your data from multiple variahles (columns) in a single case to groups of related
CASES (FOws) OF viCe wersa, or you can choose o transpose your data.

The wizard replaces the current data setwith the restructured data. Note that data restructuring cannot he
undone.

What do you want to do?

T8 T
/\ L LLE L (&) [Restructure selected variables into cases|
[ [ om ]z [ ]y e e
s o] o v | awe s [ . )
=2 B e | = : ] Lse thiswhen each case in your current data has some
i [ e vatiables that yau wauld like to rearrange into aroups of
related cases in the new data set.
e () Restructure selected cases into vatiables
T e
y::..: o] [ e [ [y Use this when you have groups of related cases that you want
L ] K e | e o |1 | ek
e Jemeifee I =2 0 2 K to rearrange so that data from each group are represented as
[ a single case in the new data set.

() Transpose all data

All cases will become variables and selected variablas will

become cases in the new data set. (Choosing this option will

end the wizard, and the Transpose dialog will appear.)

| Mext = | | Cancel || Help |

» Make sure Restructure selected variables into cases is selected.

>

Click Next.
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Figure 22-24
Restructure Data Wizard, Variables to Cases Number of Variable Groups step

Ef Restructure Data Wizard - Step 2 of 7

Variables to Cases: Number of Variable Groups

You have chosen to restructure selected variables into groups of relsted cases inthe new file.
A group of related variables, called a variahle group, represents measurements on one variable.

For example, the variable may be width. |f it is recorded in three separate measurements, each one
@ representing a different point in time--w | w2 and w3 then the data are arranged inoa group of
variables.

If there iz more than ane variable in the file often it is alzo recorded in & wariable group, for exarmple
height, recorded in h1, h2, and h3.

Howy many wariable groups do yvou wwant to restructure?

@) one (for example, wl, w2, and w3

(%) More than one (for example, wl, w2, w3 and b1, h2, h3, etc.)

Howy Wany? EI

| = Back || Mext = | | Cancel || Help

» Select More than one variable group to restructure.
» Type 6 as the number of groups.

» Click Next.
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Figure 22-25
Restructure Data Wizard, Variables to Cases Select Variables step

. B Restructure Data Wizard - Step 3 of 7 =]

Variables to Cases: Select \Variables
For each variable group you have in the current data the restructured file will have one target variable.

Inthis step, choose how to identify case groups in the restructured data, and choose which variables belong
with each target variable.

Optionally, you can also choose variables to copy to the new file as Fixed Variables.

“ariables in the Current File:

@0 Post-event preventative sur..[a|  Case Group ldentification

&) Post-event rehabiltation [re... [Use selected variable ']
5& Length of stay for rehabilita...

& Total treatment and rehabilt... ‘ - | Variable: |& Patient ID [patid] |
&) First event post-attack [eve... —

& Time to first evert post-atta... ~Variables to be Transposed

;[I History of myocardial infarc... )

d:l History of ischemic stroke [i... Targst Variable: |e\rer|t [']

EEI History of hemarrhagic stro... .

&) Second evert post-attack ¥ ‘ &) First event post-attack [event1]
— &) Second event post-attack [event2]

f Time to second event post-... ||

[, Third event post-attack [event3] |
;[I History of myocardial infarc...

;[I Histary of ischemic stroke [i...
EEI History of hemorrhagic stro..

&) Third event post-attack [ev... Eixed Variable(s):
f Time to third event post-atta... —
& start_time2 ‘ - |
& start_time3 B3
[ <= Back H Mesxt = || Finish H Cancel H Help ]

» In the Case Group Identification group, select Use selected variable and select Patient
ID [patid] as the subject identifier.

» Type event as the first target variable.

» Select First event post-attack [event1], Second event post-attack [event2], and Third
event post-attack [ event3] as variables to be transposed.

» Select trans2 from the target variable list.
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Figure 22-26
Restructure Data Wizard, Variables to Cases Select Variables step

Ef Restructure Data Wizard - Step 3 of 7

Variables to Cases: Select VVariables
For each variable group vou have in the current data the restructured file will have one target variakle.

In this step, choose how 1o identify case groups in the restructured data, and choose swhich variables belong
wyith each target variakble.

Optionally, you can alzo choose vatiables to copy ta the new file as Fixed Yariahles.

Wariables in the Current File:

(@5 Post-event renalit.. Ta]  Case Group Identification
& Leneth of stay forr. [
f Total trestment and...
&b First evert post-att . b | Variable: |gg Patient ID [patic)] |
‘g& Time to first event ...

,{I History of myocardi...
d:l Histary af ischemic...
d:l History of hemorrh... Target Wariable: |start time |'|
&’3 Second event post.

|Use selected vatiahle = |

Vfariables to be Transposed

. + ¥+ ‘f Length of stay far rehabilitation [los_rehak)
‘g@ Time to second eve... X
5& History of myocardi...|— il y S‘tar‘t_t?me2
d:l History of ischemic.. |L| & e
d:l History of hemorrh... |
& Third evert post-att...| = Fixed Variable(s):
& Time to third evert ...
& start_timez +
& start_time3 -

| = Back | Cancel | | Help

» Type start_time as the target variable.

» Select Length of stay for rehabilitation [los_rehab], start_time2, and start_time3 as
variables to be transposed. Time to first event post-attack [timel] and Time to second
event post-attack [time2] will be used to create the end times, and each variable can
only appear in one list of variables to be transposed, thus start_time2 and start_time3
were necessary.

» Select trans3 from the target variable list.
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Figure 22-27
Restructure Data Wizard, Variables to Cases Select Variables step

B Restructure Data Wizard - Step 3 of 7

Variables to Cases: Select VVariables
For each variable group vou have in the current data the restructured file will have one target variakle.

In this step, choose how 1o identify case groups in the restructured data, and choose swhich variables belong
wyith each target variakble.

Optionally, you can alzo choose vatiables to copy ta the new file as Fixed Yariahles.

Wariables in the Current File:

@0 Fost-eveni rehial. . [a | Case Group Identification
y Lencth of stay fo...

Use selected variahle i

f Totaltreatment a.. | |

&) First evert post-.. ) | Variable: g Patient ID [patic] |

‘g& Time to first even...

il History of myoca... Variables to be Transposed

d:l Histary of ische..

d:l Higtary of hemor ... Target Variable: |lime_to_evert |'|
&5 Second evert pa...

&5 P + + f Time to first event post-attack [timea1]

‘g@ Time to second e...
5& History of myoca... [—

d:l History of ische... |
d:l History of hemor.,
&5 Third event post-
f Time to third eve...
& start_timez? &
& start_time3 ~

& Time to second evert post-attack [time2]
& Tithe to third evert post-asttack [time3]

x¥

Fixed Variablels):

| = Back | | Cancel || Help

» Type time_to_event as the target variable.

» Select Timeto first event post-attack [timel], Time to second event post-attack [time2],
and Time to third event post-attack [time3] as variables to be transposed.

» Select trans4 from the target variable list.
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Figure 22-28
Restructure Data Wizard, Variables to Cases Select Variables step

Ef Restructure Data Wizard - Step 3 of 7

Variables to Cases: Select Variables

For each variable group vou have in the current data the restructured file will have one target variakle.

In this step, choose how 1o identify case groups in the restructured data, and choose swhich variables belong
wyith each target variakble.

Optionally, you can alzo choose vatiables to copy ta the new file as Fixed Yariahles.

Wariables in the Current File:

@0 Post-event renal...[a | Case Group ldentification
& Lereth of stay fo. [ |
f Totaltreatment a..
&b First evert post- . ) | Variable: |y Patient ID [patic] |
‘gﬁ Time to first even...
,{I History of myoca...
d:l Histary of ische..
ol Histary of hemar.. Target Wariable: |1 |v|
&3 Second event po. ..
‘gﬁ Time to second e...
d:l History of myoca... [—

d:l History of ische... |
d:l History of hemor ...
&3 Third event post- .
f Time to third eve...
& start_timez &

& start_time3 -

|Llse selected vatiable b |

Vfariables to be Transposed

+ + &) Histary of myocardial infarction [thi]
d:l History of myocardial infarction [mi1]
I{I History of myocardial infarction [mi2]

x¥

Fixed Variablels):

| = Back | Cancel || Help

Type mi as the target variable.

Select History of myocardial infarction [mi], History of myocardial infarction [mi1],
and History of myocardial infarction [mi2] as variables to be transposed.

Select trans5 from the target variable list.
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Figure 22-29
Restructure Data Wizard, Variables to Cases Select Variables step

Ef Restructure Data Wizard - Step 3 of 7

Variables to Cases: Select VVariables
For each variable group vou have in the current data the restructured file will have one target variakle.

In this step, choose how 1o identify case groups in the restructured data, and choose swhich variables belong
wyith each target variakble.

Optionally, you can alzo choose vatiables to copy ta the new file as Fixed Yariahles.

Wariables in the Current File:

@0 Post-event renal...[a | Case Group ldentification
& Lereth of stay fo. [ |
f Totaltreatment a..
&b First evert post- .. ) | Variable: |y Patient ID [patic] |
‘gﬁ Time to first even...
,{I History of myoca...
d:l Histary of ische..
ol Histary of hemar... Target Wariable: |5 |v|
&3 Second event po. ..
‘gﬁ Time to second e...
d:l History of myoca... [ —

d:l History of ische... |
d:l History of hemor ...
&3 Third event post- .
f Time to third eve...
& start_timez &
& start_time3 ~

|Llse selected vatiable b |

Vfariables to be Transposed

+ + &) Histary of izchemic stroke [is]
d:l History of ischemic stroke [is1]
I{I History of izchemic stroke [is2]

x¥

Fixed Variablels):

| = Back | Cancel || Help

» Type is as the target variable.

» Select History of ischemic stroke [is], History of ischemic stroke [is1], and History
of ischemic stroke [is2] as variables to be transposed.

» Select transt from the target variable list.
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Figure 22-30
Restructure Data Wizard, Variables to Cases Select Variables step

B Restructure Data Wizard - Step 3 of 7

Variables to Cases: Select VVariables
For each variable group vou have in the current data the restructured file will have one target variakle.

In this step, choose how 1o identify case groups in the restructured data, and choose swhich variables belong
wyith each target variakble.

Optionally, you can alzo choose vatiables to copy ta the new file as Fixed Yariahles.

Wariables in the Current File:

@0 Post-event renal...[a | Case Group ldentification
& Lereth of stay fo. [ |
f Totaltreatment a..
&b First evert post- . ) | Variable: | Patient ID [patic] |
‘gﬁ Time to first even...
,{I History of myoca...
d:l Histary of ische..
ol Histary of hemar... Target Wariable: |js |v|
&3 Second event po. ..
‘gﬁ Time to second e...
d:l History of myoca... [—

d:l History of ische... |
d:l History of hemor ...
&3 Third event post- .
f Time to third eve...
& start_timez &
& start_time3 ~

|Llse selected vatiable b |

Vfariables to be Transposed

+ + &) Histary of hemarthagic stroke [hs]
d:l History of hemorrhagic stroke [hs1]
I{I History of hemarrhagic stroke [hs2]

x¥

Fixed Variablels):

| = Back || Mext = J Cancel || Help

» Type hs as the target variable.

» Select History of hemorrhagic stroke [hs], History of hemorrhagic stroke [hsl], and
History of hemorrhagic stroke [hs2] as variables to be transposed.

» Click Next, then click Next in the Create Index Variables step.
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Figure 22-31
Restructure Data Wizard, Variables to Cases Create One Index Variable step

EA Restructure Data Wizard - Step bof 7

Yariables to Cases: Create One Index Variable

“ou have chosen to create one index variable. The variable's values can be seguential numbers ar the names of

varisbles in a group,

In the table you can specify the name and label for the index variable.

~What kind of index values?

@ Sequential numbers
Inclex Walues: 1,23

() Variable names

Inctes: M alues: |event1 | BvENt2, events

Ediit the Index Yariable Mame and Label:

Mame | Lakel Levels | Index Yalues |
1 event_indes Evert index 3 [1,2.3 |
4 | »
[ < Back ” Mesxt = ” Finish H Cancel ” Help ]

» Type event_index as the name of the index variable and type Event index as the

>

variable label.

Click Next.
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Figure 22-32
Restructure Data Wizard, Variables to Cases Create One Index Variable step

EA Restructure Data Wizard - Step 6 of 7

Variables to Cases: Options
In thiz step you can set options that will be applied ta the restructured data file.

rHandling of WYariables not Selected

O Drop warisble(s) from the nesy data file
@ Keep and treat a3 fixed variable(s)

rSystem Missing or Blank Yalues in all Transposed Yariables

@ Create a case in the new file

() Digcard the data

rCase Count Variable

|:| Count the number of new cases created by the case in the current data

Label: |

[ < Back ” Mest = HI Finich Ii[ Cancel ” Help

» Make sure Keep and treat as fixed variable(s) is selected.

» Click Finish.
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Restructured data
event_index event start_time tlme_r:to_eve mi is hs

1 0 3 1500 0 1 0
2 -4 1500 -4 -4 -4 -4
3 -4 . -4 -4 -4 -4
1 1 33 1311 o 1
2 4 1311 1325 1 1
3 -3 1325 -3 -3 -3 -3
1 4 12 1095 1 1 o
2 -3 10958 -3 -3 -3 -3
3 -3 . -3 -3 -3 -3
1 4 4 1356 1] 1 1]
2 -3 1356 -3 -3 -3 -3
3 -3 . -3 -3 -3 -3

The restructured data contains three cases for every patient; however, many patients
experienced fewer than three events, so there are many cases with negative (missing)
values for event. You can simply filter these from the dataset.

» To filter these cases, from the menus choose:

Data
Select Cases...



289

Figure 22-34

Select Cases dialog box

Complex Samples Cox Regression

ﬁ Select Cases

N e e

&) Chalesteral [chales]

& Time to hospital [time]

& Total trestment and ¢

&) History of angina [an...
&) Prescribed nitroglyce...
& Taking anti-clotting dr ..
&) History of transiert i...

d:l Initizal Rankin score [r...
&) CAT scan result [cat..
&) Clot-dissalving drugs...
{I Treatmert result [res...
&) Post-evert preventat...
& Fost-evert rehabilitat...

&) Event inde:x [event_i...
&) First event post-atta...
& Length of stay for re...
@& Tirme to first evert po...
&) History of myacardial..
&) History of ischemic =...

&) History of hemorrhag...

-

rSelect

O Al cases

(3] If condition is satisfied

O Random zample of cases

| Sample... |

O Eased on titme or case range
| Range... |

O Use fitter variakle:

EN

rOutput
@ Fitter out unselected cases

O Copy selected cases to @ newy dataset

Datazet name:

O Delete unselected cases

Current Status: Do not fiter cazes

| ok

|| Paste ” Reset ” Cancel “ Help

» Click If.

» Select If condition is satisfied.



290

Chapter 22

Figure 22-35

Select Cases If dialog box

E Select Cases: If

4 Hospital ID [haspid]
il Hospital size [hospsi...
&4 Patient ID [patic]

Pa Attending physician 1.
& Age in years [age]
il Mge category [agecat)
&) Gender [gender]

&) Physically active [act...

&) Obesity [obesity]

&b History of disbetes [...
&) Blood pressure [bp]
&) Adtrial fibrillation [af]
&) Smoker [smoker]

&) Chialesteral [chales]
&) History of angina [an...

a) Prescribed nitraghyce...
&b Taking anti-clotting dr...

&) Hiztory of transient i...
& Time to hospital [time]
;[I Initial Rankin scare [r..
AL CAT sran resutt Inat

evert ==10

Function groug:

Al

Arithmetic

CDF & Moncentral COF
Conversion

Current DatesTime
Date Arithmetic

Functions and Special Yariables:

[ Continue ” Cancel ”

Help

» Type event >= 0 as the conditional expression.

>

Click Continue.
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Figure 22-36
Select Cases dialog box

Complex Samples Cox Regression

E Select Cases

e 13 T

&5 Cholesteral [choles]
65 History of angina [an...
6‘5 Prescribed nitroglyce...
& Taking anti-clotting dr ..
&5 History of transiert i...
& Time to hospital [time]
d:l Initizal Rankin score [r...
6‘5 CAT scan result [cat..
&5 Clot-dissalving drugs...
,{I Treatmert result [res...
&5 Post-evert preventat...
& Fost-svert rehabilitat...
& Total trestment and v |-
&5 Event inde:x [event_i...
&5 First event post-atta...
& Length of stay for re...
@& Tirme to first evert po...
6‘5 History of myacardial..
&5 History of ischemic =...
&5 History of hemorrhag...

-

Select

() Al cages

(3) If condition s satisfied
If... evert ==0
(") Random sample of cases

() Bazed ontime or case range

() Use filter variable:

O Fitter out unselected cases

) Copy selected cazes to a new dataset

(2) Delete unselected cases

Current Status: Do not fiter cazes

| Ok Jl Paste || Reset || Cancel ||

Helg

» Select Delete unselected cases.

» Click OK.

Creating a Simple Random Sampling Analysis Plan

Now you are ready to create the simple random sampling analysis plan.

» First, you need to create a sampling weight variable. From the menus choose:

Transform
Compute Variable...
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Figure 22-37

Cox Regression main dialog box

£ Compute Yariable

Target Yariahble:

Mumeric Expression:

|sampleweigm |

Type & Label...

& Hospital ID [hospid] | =]
;[I Hospital size [hospsi...
& Patient 1D [patic]

% Attending physician 1.
f Mge in years [age]
;[I Age category [agecat] i
% Gender [gender]

% Physically active [act...
&) Ohbesity [obesity]

& History of disbetes [ ||
&) Elood pressure [by]
&) Atrial fibwrillation [af]
&) Smoker [zmoker]

&) Cholesterol [choles]
% History of angina [an...
% Prezcribed nitroglyce...

& Taking anti-clotting dr ||
D ks ot bimmiont

4

=y

oo
2]
B
o L

LR
kR
B0

[optional case selection condition)

Function group:

Al

Arithimetic

CDF & Moncentral COF
Conversion

current DatelTime
Date Arithmetic 4

Functions and Special Yariakles:

[

” Paste ” Reset ” Carcel ” Help

l

» Type sampleweight as the target variable.

» Type 1 as the numeric expression.

>

Click OK.

You are now ready to create the analysis plan.

Note: There is an existing plan file, srs.csaplan, in the sample files directory that
you can use if you want to skip the following instructions and proceed to analysis of

the data.
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» To create the analysis plan, from the menus choose:

Analyze
Complex Samples
Prepare for Analysis...

Figure 22-38
Analysis Preparation Wizard, Welcome step

ﬁ Analysis Preparation Wizard

‘Welcome to the Analysis Preparation Wizard

The Analysis Preparation Wizard helps you describe your complex sample and choose an estimation method. ¥ou will be asked to provide
zample weights and other information needed for accurate estimation of standard errors.
Your gelections wil be saved to a plan file that you can use in any of the analysis procedures inthe Complex Samples Option.

Wyhat would yvou like to do?

(3) Create a plan file

Choose this option if you have File:
zample data but have not creasted a
plan file.

sre czaplan | | Browse...

) Edit a plan file
Choose this option if you want to

add, remove, or modify stages of
an existing plan.

If ywou already have a plan file you can skip the Analysis Preparation Wizard and go directly
to any of the analysis procedures in the Complex Samples Option to analyze your sample.

<5 4

| | cancel | | Help |

» Select Create a plan file and type srs.csaplan as the name of the file. Alternatively,
browse to the location you want to save it.

» Click Next.
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Figure 22-39

Analysis Preparation Wizard, Design Variables

E Analysis Preparation Wizard

Stage 1: Design Yariables

Wielcome
Stage 1
} Design Yariables
Estimation Method
Summary
Completion

ou can also provide a label for the stage that will be used in the output.

“ariahles:

m Fre=Cr e Ty CeTT . al
&) Taking anti-clotting drugs .. [

&) History of transient ische...
& Time to hospital ftime]

{I Initial Rankin zcore [rankind]
&) CAT scan result [catscan]
&) Clot-dizzalving drugs [clot...
d:l Treatment result [result]
&) Post-evert preventative =..
& Post-event rehabilitation [...
& Total treatment and rehak. ..
&) Event index [event_index]
% First event post-attack [e
& Length of stay for retabil..
f Time to first event post-at. .
&) Hiztary of myocardial infa. .
% Hiztary of ischetmic strok...
I& Histary of hemorrbagic st

4

I this panel you can zelect variables that define strata or clusters. A sample weight variable must be selected in the first stage.

Strata:

Clusters:

Sample Weight:

Lf sampleweight

Stage Label: |

[ < Back ]II Mest = IJ[ Finish

o J(_rer_J

» Select sampleweight as the sample weight variable.

>

Click Next.
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Figure 22-40
Analysis Preparation Wizard, Estimation Method

!j Analysis Preparation Wizard

Stage 1: Estimation Methor

In this panel you select & method for estimating standard errors.

The estimation method depends on assumptions about how the sample was drawn.

Wielcome
Stage 1 ‘Which of the following sample designs should be assumed for estimstion?
Design Yariables

P Estimation Methac

Summary
Completion If you choose this option you will not be able to add addtional stages. Any sample stages
after the current stage will be ignored when the data are analyzed.

'3:5:3' WR (sampling with replacement)

D Uze finite population correction (FPC) when estimating variance under simple
random sampling assumption

'3:::3' Equal WiOR (equal probability sampling without replacement)

The next panel will ask youto specity inclusion probabilities or population sizes.

Back || bext» || _Finsh ||| cancel || Hep

an

» Deselect Use finite population correction.

» Click Finish.

You are now ready to run the analysis.

Running the Analysis

» To run a Complex Samples Cox Regression analysis, from the menus choose:

Analyze
Complex Samples
Cox Regression...
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Figure 22-41
Plan for Cox Regression dialog box

£ Complex Samples Plan for Cox Regression

rPlan
File: |srs.csaplan | Browvse..

If wou do not have a plan file for vour complex sample, you
can use the Analysis Prepatation Wizard to create one.
Choose Prepare for Analysis from the Complex Samples menu
o access the wizard.

rJoint Probabilities

Jairt probabilities are reguired if the plan reguests unegual
probability WOR estimation. Otherwvise, they are ignored.

(%) Use default file  (srs.sav)

() An open dataset

stroke_survival sav []

() Custom file
File: | || Browese.. |

’ Cancel ” Help ]

» Browse to where you saved the simple random sampling analysis plan, or to the sample
files directory, and select srs.csaplan.

» Click Continue.
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Complex Samples Cox Regression

Cox Regression dialog box, Time and Event tab

| Complex Samples Cox Regression

Titme and Evert Predictors Subgroups

Wariables:

Mode

&4 Patient (D [patic]

6"1 Attending pheysician 1D [physid]

& Agein years [age]

1l 2oe categary [agecat]

&’3 Gender [gender]

&5 Physically active [active]

& Obesity [obesity]

&5 History of disbetes [diabetes]

&5 Blood pressure [bp]

&’3 Atrial fibrillation [=f]

&5 Smoker [smoker]

&5 Cholesteral [choles]

&’3 History of angina [ancina)

&5 Prescribed nitroglycerin [nitro]

&5 Taking anti-clotting drugs [articlat]

&’3 Hiztory of transient ischemic attack [tia]
& Time to hospital [time]

d:l Initial Rankin score [rankind]

&’3 CAT scan result [catzcan]

&’3 Clot-clizs0lving drugs [clotsol]

d:l Treatment result [result]

&5 Post-evert preventative surgery [surgery]
& Post-event rehabiltation [rehab]

& Total treatment and rehabiftstion costs in...
&5 Evert index [evert_index]

&’3 Higtory of myocatdial infarction [mi]
&5 History of ischemic stroke [is]

I;&J:) Hiztory of hemorrhagic stroke [hs]

[l

Statistics Plots Hypothesis Tests Save Export Dptions

Survival Time
Start of Interval (Onset of Risk)

) Time 0
'EZ‘ Saries by subject
Start Variable:
- |g¢’ Length of stay for rehabiltation [start_time]
End of Interval
End Yarizhle:
- Lf Time to first event post-attack [time_to_everd] |
Event
Status Variable:
| « | |§5 First evert post-attack [event]

[mone]

Define Evert... |

Subject [dentifier:

Choose & subject identifier vatisble if there are multiple cases per subject

| Reset || Cancel H Helg |

Select Varies by subject and select Length of stay for rehabilitation [los_rehab] as the
start variable. Note that the restructured variable has taken the variable label from the
first variable used to construct it, though the label is not necessarily appropriate for

the constructed variable.

Select Time to first event post-attack [time_to_event] as the end variable.

Select First event post-attack [event] as the status variable.

Click Define Event.
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Figure 22-43
Define Event dialog box

Q Define Event

rValues Indicating that Event Has Occurred

@ Individual valuesi(z) Specify One Or Maore Values:

BE

3 Died post-hospital -
-2 Died in hospital

0 Mo evert ohserved

1 Myocardial infarction
2 [zchemic stroke

5 Hemarrhagic stroke

4 Death E
;
() Range of values tainimum: | |v|
hazimum: | |v|
| Continue ” Cancel ” Helg ]

» Select 4 Death as the value indicating the terminal event has occurred.

» Click Continue.
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Complex Samples Cox Regression

Cox Regression dialog box, Time and Event tab

| Complex Samples Cox Regression

Titme and Evert l Predictors | Subgroups | Moidel | Statistics | Plots | Hypothesis Tests | Save | Export | Dptions

Wariables:

&4 Hospital D [hospid] =

{l Hoszpital size [hospsize]

Pa Attending pheysician 10 [physid]
Ao in years [age]

{l Ay category [agecsat]

&3 Gender [gender]

&3 Physically active [active]

&3 Chesity [obesity]

&3 Hiztory of disbetes [diabetes]

&3 Blood pressure [bp]

&3 Atrial filarillation [af]

&3 Smoker [smoker]

&3 Cholesteral [choles]

&) History of angina [angina]

&3 Prescribed nitroglycerin [nitra]

&3 Taking anti-clotting drugs [articlat]

&) History of transient izchemic attack [tia]
&P Time to hospital [time]

il Initial Rankin score [rankind]

&3 CAT scan resul [catscan]

&3 Clot-issolving drugs [clotsolv]

il Treatment result [result]

&3 Post-event preventative surgery [surgery]
&3 Post-gvent rehabilitation [Fehab)]

& Total treatment and rehabiltstion costs in
&3 Event inciex [event_index]

rSurvival Time

rStart of Interval (Onset of Risk)
() Time 0
@ Saries by subject
] Start Variable:
| - | | Length of stay for renabiltation [start_time] |
rEnd of Interval
] End Yarizhle:
| | Lf Time to first event post-attack [time_to_everd] |
rEvent
) Status Variable:
| - | |_&) First evert post-attack [event] |

“alues indicating that event Desth
has ocourred:

Define Evert...
Subject [dertifier:
| Patient ID [patic] |

Choose & subject identifier vatisble if there are multiple cases per subject

&3 History of myocardial infarction [mi] |:
IQZ) Hiztory of izchemic stroke [is] -
|| Ok ”[ Paste ” Reset ” Cancel H Helg ]

» Seclect Patient ID [patid] as the subject identifier.

>

Click the Predictors tab.
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Figure 22-45
Cox Regression dialog box, Predictors tab
I (o]
| Complex Samples Cox Regression
Time and Evert I Predictors l Subgroups | Moidel | Statistics | Plots | Hypothesis Tests | Save | Export | Options
“atiables: 1 .
(W &ge categary [agecst] = i Factors:
&) Gender [gender] . {l History of myocardial infarction [mi]
&) Physically active [active] {l History of izchemic stroke [is]
&5 Obesity [ohesty] ,{I Higtory of hemarthagic stroke [hs]

&) Hiztory of disbetes [disbetes] =
&) Elood pressure [hp]

&) Atrial fibrilstion [af]

&) Smoker [smoker]

&b Cholesterol [choles]

&) History of anging [angins]

&) Prezcribed nitroglycerin [nitro]

& Taking anti-clotting drugs [snticiot)

% History of transiert ischemic sttack [tia]
& Time to hospital [time]

d:l Initial Rankin score [rankind] / Covariates:

% CAT scan result [catscan]

&) Clot-dizzolving drugs [clotsolv]

ol Trestment resutt [resut]

&) Post-svert prevertative surdery [surgery]

&) Post-evert rehabiltation [rehak]

f Tatal trestment and rehahbilitation costs in thousands [cost]
|_&) Event index [event_index]

[

Time-Dependent Predictors:

[ rew.. [ Eot. ][ oee= |

[ox 1| peste || meset || concel || hHew |

» Select History of myocardial infarction [ mi] through History of hemorrhagic stroke
[he] as factors.

» Click the Statistics tab.
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Figure 22-46
Cox Regression dialog box, Statistics tab

= Complex Samples Cox Regression

Titme and Everit | Predictors | Subgroups | Moidel [S‘taﬁs‘tics l Plots | Hypothesis Tests | Save | Export | Dptions

Sample design informstion
Event and censoring summary.

[ Risk set ot event times

rParameters
Estitmate D Covariances of parameter estimates

Exponertisted estimate || Correlations of parameter estimates

Standard etror [ Design etfect
Confidence interval D Sguare root of design effect
[ttest

rModel A

I:‘ Test of proportional hazards

Titme Function: Kaplan-hMeier =

I:‘ Parametet estimates for aternative model

I:‘ Covariance matrix for aternstive model

D Baszeling survival and cumulative hazard functions

[ox || peste || meset || concel || hHew |

» Select Estimate, Exponentiated estimate, Standard error, and Confidence interval in the
Parameters group.

» Click the Plots tab.
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vV v v v VY

Figure 22-47
Cox Regression dialog box, Statistics tab

e Complex Samples Cox Regression

Titme and Everit | Predictors | Subgroups | Moidel | Statistics [ Plots l Hypothesis Tests | Save | Export | Dptions

rPlots
D Survival function Log-minus-log of survival function
D Hazard function D 2ne minus survival function

|:| Display confidence intervals in selected plots

Flot Factors at:
Factor Level Separate Lines
History of myocardial infarction (Highest level)
History of izchemic stroke 1.0 |:|
Hiztory of hemorrhagic stroke 0o |:|
Plot Covaristes at:
Covariate Value

By default, covaristes in the model are evalusted st their means, and factors in the model are evaluated at their highest levels. You can change the
value at which any model predictor is evaluated and plot separate lines for each level of one factor variakle.

[ Ok _” Paste ” Reset ” Cancel H Helg ]

Select Log-minus-log of survival function.

Check Separate Lines for History of myocardial infarction.
Select 1.0 as the level for History of ischemic stroke.
Select 0.0 as the level for History of hemorrhagic stroke.

Click the Options tab.
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Figure 22-48
Cox Regression dialog box, Options tab

omplex Samples Cox Regression
B Complex Samples Cox Regressi =

Titme and Everit Predictors Subgroups Moidel Statistics Plots Hypothesis Tests Save Export Options
Estimation Survival Functions

Method for estimating baseline survival functions:

Efron method

Maimum terations:

Maximum Step-Halving:

Breslow method

) Product-lirit methodd

Litmit terations based on change in parameter estimates Confidence intervals of survival functions:

5 Compute bazed on transformed survival

- . = function, then back transform to original units
Miimum CHANGE (0 jonoot | Type: [Relative + ‘ e
- Transtormation: Log -

D Limit terations based on change in log-likelibood
. Compute based on otiginsl units

" of survival function

["] Display iteration hiztory

User-Missing Values

Treat a= invalid
Tie-breaking method for parameter estimation: e el

Trest as valid

-:}Z' Ereslowy Thiz zetting applies to all categorical model and
sample design vatishles.

Confidence interval( %) “

|| Ok ||| Paste || Reset || Cancel H Helg |

Select Breslow as the tie-breaking method in the Estimation group.

Click OK.
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Sample Design Information

Figure 22-49
Sample design information
M
Valid gubjects 2121D
. 3585
Umweighted Counts Irvalid Cases 0
Total Cases 3310
Paopulation Subject Size 2421.000
Strata 1
Stage 1 Units 7471
Sampling Design Degrees of Freedom 2420

This table contains information on the sample design pertinent to the estimation

of the model.

m  There are multiple cases for some subjects, and all 3,310 cases are used in the

analysis.

®  The design has a single stratum and 2,421 units (one for each subject). The
sampling design degrees of freedom are estimated by 2421-1=2420.

Tests of Model Effects
Figure 22-50
Tests of model effects
Source df df2 Wald F Sig.
i 3.000 | 2418.000 | 452.873 ilii]
is 2.000 | 2419.000 | 1064.936 ilii]
hs 2.000 | 2419.000 | 739.187 .00

Survival Tirme Variahle: Length of stay for rehabilitation, Time to first event post-

attack

Event Status Variahle: First event post-attack=4

Suhject ID Yariable: Patient ID

Maodel: mi, is, hs

The significance value for each effect is near 0, suggesting that they all contribute

to the model.
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Parameter Estimates
Figure 22-51
Parameter estimates
95% Confidence 95% Confidence
Interval Interval for Exp iR
Std.

Parameter B Errar Lower Upper Exp(B) Lower Upper
[ni=0] -A.381 283 -f.935 -5.827 ooz 001 003
[mi=1] -5.588 284 -G.147 -5.032 004 ooz .oar
[mi=2] -2.118 344 -2.7494 -1.445 120 061 236
[mi=3] 0002 | . . . 1.000 | . .
liz=1] -6.421 202 -6.817 -6.024 002 001 002
liz=2] -2.803 222 -3.238 -2 366 061 034 094
lis=3] 00 | . . . 1.000 | . .
[hs=0] -6.148 355 -6.844 -5.453 1] 001 004
[hs=1] -2.232 A73 -2.963 -1.802 07 052 223
lhs=2] 0007 | . . . 1.000

Survival Time Yariahle: Lenath of stay far rehabilitation, Time 1o first event post-attack
Ewent Status Variable: First event post-attack = 4

Subject ID Variable: Patient ID

Model: mi, is, hs

a. Setto zero because this parameter is redundant.
h. Tie breaking methad: Breslow

The procedure uses the last category of each factor as the reference category; the effect
of other categories is relative to the reference category. Note that while the estimate

is useful for statistical testing, the exponentiated estimate, Exp(B), is more easily
interpreted as the predicted change in the hazard relative to the reference category.

The value of Exp(B) for [ mi=0] means that the hazard of death for a patient with
no prior myocardial infarctions (mi) is 0.002 times that of a patient with three
prior mi’s.

The confidence intervals for [mi=1] and [mi=0] overlap, indicating that the hazard
for a patient with a single prior mi is not statistically distinguishable from that of
a patient with no prior mi’s.

The confidence intervals for [mi=0] and [mi=1] do not overlap with the interval
for [mi=2], and none of them include 0. Therefore, it appears that the hazard for
patients with one or no prior mi’s is distinguishable from the hazard for patients
with two prior mi’s, which in turn is distinguishable from the hazard for patients
with three prior mi’s.

Similar relationships hold for the levels of is and hs, where increasing the number of
prior incidents increases the hazard of death.
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Pattern Values

Figure 22-52
Pattern values

Survival Time Interval
Histary of History of History of
myacardial ischemic hemorrhagic
Start End infarction stroke stroke
Reference Pattern | 1 ooo | @ Three Three Two
Pattern 1.1 1 .oog | ® Ione Qne MNone
Pattern 1.2 1 .ooo | = One One MNone
Pattern 1.3 1 .ooo | = Two One Mone
Pattern 1.4 1 oog | @ Three Qne Mone

Unspecified predictor is assigned the value of this predictor at the reference pattern.
Each Survival Time Interval is defined as Start = Surival Time == End.
Model: mi, is, hs.

a. Unbounded

The pattern values table lists the values that define each predictor pattern. In addition
to the predictors in the model, the start and end times for the survival interval are
displayed. For analyses run from the dialogs, the start and end times will always be
0 and unbounded, respectively; through syntax you can specify piecewise constant
predictor paths.

m  The reference pattern is set at the reference category for each factor and the mean
value of each covariate (there are no covariates in this model). For this dataset, the
combination of factors shown for the reference model cannot occur, so we will
ignore the log-minus-log plot for the reference pattern.

m  Patterns 1.1 through 1.4 differ only on the value of History of myocardial infarction.
A separate pattern (and separate line in the requested plot) is created for each value
of History of myocardial infarction while the other variables are held constant.
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Log-Minus-Log Plot
Figure 22-53
Log-minus-log plot
Pattern 1
History of myocardial
infarction
3000 ~THone
1 0ne
Twao
= — 1 Three
e
E 2,500
S
I
K]
2
2 oo f .
a -
e
=]
s /’/I
& 2500 /
=
=
@ f
S |
]
-5 000 r
|
|
gso0 |
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000 200.000 400.000 E600.000 S00.000 1000.0001200.0001400.000

Survival Time

This plot displays the log-minus-log of the survival function, In(—In(suvival)), versus
the survival time. This particular plot displays a separate curve for each category of
History of myocardial infarction, with History of ischemic stroke fixed at One and
History of hemorrhagic stroke fixed at None, and is a useful visualization of the effect
of History of myocardial infarction on the survival function. As seen in the parameter
estimates table, it appears that the survival for patients with one or no prior mi’s is
distinguishable from the survival for patients with two prior mi’s, which in turn is
distinguishable from the survival for patients with three prior mi’s.
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Summary

You have fit a Cox regression model for post-stroke survival that estimates the effects
of the changing post-stroke patient history. This is just a beginning, as researchers
would undoubtedly want to include other potential predictors in the model. Moreover,
in further analysis of this dataset you might consider more significant changes to the
model structure. For example, the current model assumes that the effect of a patient
history-altering event can be quantified by a multiplier to the baseline hazard. Instead,
it may be reasonable to assume that the shape of the baseline hazard is altered by the
occurrence of a nondeath event. To accomplish this, you could stratify the analysis
based on Event index.
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A

Sample Files

The sample files installed with the product can be found in the Samples subdirectory of
the installation directory. There is a separate folder within the Samples subdirectory for
each of the following languages: English, French, German, Italian, Japanese, Korean,
Polish, Russian, Simplified Chinese, Spanish, and Traditional Chinese.

Not all sample files are available in all languages. If a sample file is not available in a
language, that language folder contains an English version of the sample file.

Descriptions

Following are brief descriptions of the sample files used in various examples
throughout the documentation.

accidents.sav. This is a hypothetical data file that concerns an insurance company
that is studying age and gender risk factors for automobile accidents in a given
region. Each case corresponds to a cross-classification of age category and gender.

adl.sav. This is a hypothetical data file that concerns efforts to determine the
benefits of a proposed type of therapy for stroke patients. Physicians randomly
assigned female stroke patients to one of two groups. The first received the
standard physical therapy, and the second received an additional emotional
therapy. Three months following the treatments, each patient’s abilities to perform
common activities of daily life were scored as ordinal variables.

advert.sav. This is a hypothetical data file that concerns a retailer’s efforts to
examine the relationship between money spent on advertising and the resulting
sales. To this end, they have collected past sales figures and the associated
advertising costs..

309
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aflatoxin.sav. This is a hypothetical data file that concerns the testing of corn crops
for aflatoxin, a poison whose concentration varies widely between and within crop
yields. A grain processor has received 16 samples from each of 8 crop yields and

measured the alfatoxin levels in parts per billion (PPB).

aflatoxin20.sav. This data file contains the aflatoxin measurements from each of the
16 samples from yields 4 and 8 from the aflatoxin.sav data file.

anorectic.sav. While working toward a standardized symptomatology of
anorectic/bulimic behavior, researchers (Van der Ham, Meulman, Van Strien, and
Van Engeland, 1997) made a study of 55 adolescents with known eating disorders.
Each patient was seen four times over four years, for a total of 220 observations.
At each observation, the patients were scored for each of 16 symptoms. Symptom
scores are missing for patient 71 at time 2, patient 76 at time 2, and patient 47 at
time 3, leaving 217 valid observations.

autoaccidents.sav. This is a hypothetical data file that concerns the efforts of an
insurance analyst to model the number of automobile accidents per driver while
also accounting for driver age and gender. Each case represents a separate driver
and records the driver’s gender, age in years, and number of automobile accidents
in the last five years.

band.sav. This data file contains hypothetical weekly sales figures of music CDs
for a band. Data for three possible predictor variables are also included.

bankloan.sav. This is a hypothetical data file that concerns a bank’s efforts to reduce
the rate of loan defaults. The file contains financial and demographic information
on 850 past and prospective customers. The first 700 cases are customers who
were previously given loans. The last 150 cases are prospective customers that
the bank needs to classify as good or bad credit risks.

bankloan_binning.sav. This is a hypothetical data file containing financial and
demographic information on 5,000 past customers.

behavior.sav. In a classic example (Price and Bouffard, 1974), 52 students were
asked to rate the combinations of 15 situations and 15 behaviors on a 10-point
scale ranging from 0="extremely appropriate” to 9="extremely inappropriate.”
Averaged over individuals, the values are taken as dissimilarities.

behavior_ini.sav. This data file contains an initial configuration for a
two-dimensional solution for behavior.sav.
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brakes.sav. This is a hypothetical data file that concerns quality control at a factory
that produces disc brakes for high-performance automobiles. The data file contains
diameter measurements of 16 discs from each of 8 production machines. The
target diameter for the brakes is 322 millimeters.

breakfast.sav. In a classic study (Green and Rao, 1972), 21 Wharton School MBA
students and their spouses were asked to rank 15 breakfast items in order of
preference with 1="most preferred” to 15="least preferred.” Their preferences
were recorded under six different scenarios, from “Overall preference” to “Snack,
with beverage only.”

breakfast-overall.sav. This data file contains the breakfast item preferences for the
first scenario, “Overall preference,” only.

broadband_1.sav. This is a hypothetical data file containing the number of
subscribers, by region, to a national broadband service. The data file contains
monthly subscriber numbers for 85 regions over a four-year period.

broadband_2.sav. This data file is identical to broadband 1.sav but contains data
for three additional months.

car_insurance_claims.sav. A dataset presented and analyzed elsewhere (McCullagh
and Nelder, 1989) concerns damage claims for cars. The average claim amount
can be modeled as having a gamma distribution, using an inverse link function

to relate the mean of the dependent variable to a linear combination of the
policyholder age, vehicle type, and vehicle age. The number of claims filed can
be used as a scaling weight.

car_sales.sav. This data file contains hypothetical sales estimates, list prices,
and physical specifications for various makes and models of vehicles. The list
prices and physical specifications were obtained alternately from edmunds.com
and manufacturer sites.

carpet.sav. In a popular example (Green and Wind, 1973), a company interested in
marketing a new carpet cleaner wants to examine the influence of five factors on
consumer preference—package design, brand name, price, a Good Housekeeping
seal, and a money-back guarantee. There are three factor levels for package
design, each one differing in the location of the applicator brush; three brand
names (K2R, Glory, and Bissell); three price levels; and two levels (either no or
yes) for each of the last two factors. Ten consumers rank 22 profiles defined by
these factors. The variable Preference contains the rank of the average rankings
for each profile. Low rankings correspond to high preference. This variable
reflects an overall measure of preference for each profile.
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carpet_prefs.sav. This data file is based on the same example as described for
carpet.sav, but it contains the actual rankings collected from each of the 10
consumers. The consumers were asked to rank the 22 product profiles from the
most to the least preferred. The variables PREF1 through PREF22 contain the
identifiers of the associated profiles, as defined in carpet_plan.sav.

catalog.sav. This data file contains hypothetical monthly sales figures for three
products sold by a catalog company. Data for five possible predictor variables
are also included.

catalog_seasfac.sav. This data file is the same as catalog.sav except for the
addition of a set of seasonal factors calculated from the Seasonal Decomposition
procedure along with the accompanying date variables.

cellularsav. This is a hypothetical data file that concerns a cellular phone
company’s efforts to reduce churn. Churn propensity scores are applied to
accounts, ranging from 0 to 100. Accounts scoring 50 or above may be looking to
change providers.

ceramics.sav. This is a hypothetical data file that concerns a manufacturer’s efforts
to determine whether a new premium alloy has a greater heat resistance than a
standard alloy. Each case represents a separate test of one of the alloys; the heat at
which the bearing failed is recorded.

cereal.sav. This is a hypothetical data file that concerns a poll of 880 people about
their breakfast preferences, also noting their age, gender, marital status, and
whether or not they have an active lifestyle (based on whether they exercise at
least twice a week). Each case represents a separate respondent.

clothing_defects.sav. This is a hypothetical data file that concerns the quality
control process at a clothing factory. From each lot produced at the factory, the
inspectors take a sample of clothes and count the number of clothes that are
unacceptable.

coffee.sav. This data file pertains to perceived images of six iced-coffee brands
(Kennedy, Riquier, and Sharp, 1996) . For each of 23 iced-coffee image attributes,
people selected all brands that were described by the attribute. The six brands are
denoted AA, BB, CC, DD, EE, and FF to preserve confidentiality.

contacts.sav. This is a hypothetical data file that concerns the contact lists for a
group of corporate computer sales representatives. Each contact is categorized
by the department of the company in which they work and their company ranks.
Also recorded are the amount of the last sale made, the time since the last sale,
and the size of the contact’s company.
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creditpromo.sav. This is a hypothetical data file that concerns a department store’s
efforts to evaluate the effectiveness of a recent credit card promotion. To this
end, 500 cardholders were randomly selected. Half received an ad promoting a
reduced interest rate on purchases made over the next three months. Half received
a standard seasonal ad.

customer_dbase.sav. This is a hypothetical data file that concerns a company’s
efforts to use the information in its data warehouse to make special offers to
customers who are most likely to reply. A subset of the customer base was selected
at random and given the special offers, and their responses were recorded.

customer_information.sav. A hypothetical data file containing customer mailing
information, such as name and address.

customers_model.sav. This file contains hypothetical data on individuals targeted
by a marketing campaign. These data include demographic information, a
summary of purchasing history, and whether or not each individual responded to
the campaign. Each case represents a separate individual.

customers_new.sav. This file contains hypothetical data on individuals who are
potential candidates for a marketing campaign. These data include demographic
information and a summary of purchasing history for each individual. Each case
represents a separate individual.

debate.sav. This is a hypothetical data file that concerns paired responses to a
survey from attendees of a political debate before and after the debate. Each case
corresponds to a separate respondent.

debate_aggregate.sav. This is a hypothetical data file that aggregates the responses
in debate.sav. Each case corresponds to a cross-classification of preference before
and after the debate.

demo.sav. This is a hypothetical data file that concerns a purchased customer
database, for the purpose of mailing monthly offers. Whether or not the customer
responded to the offer is recorded, along with various demographic information.

demo_cs_1.sav. This is a hypothetical data file that concerns the first step of
a company’s efforts to compile a database of survey information. Each case
corresponds to a different city, and the region, province, district, and city
identification are recorded.

demo_cs_2.sav. This is a hypothetical data file that concerns the second step
of a company’s efforts to compile a database of survey information. Each case
corresponds to a different household unit from cities selected in the first step, and
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the region, province, district, city, subdivision, and unit identification are recorded.
The sampling information from the first two stages of the design is also included.

demo_cs.sav. This is a hypothetical data file that contains survey information
collected using a complex sampling design. Each case corresponds to a different
household unit, and various demographic and sampling information is recorded.

dietstudy.sav. This hypothetical data file contains the results of a study of the
“Stillman diet” (Rickman, Mitchell, Dingman, and Dalen, 1974). Each case
corresponds to a separate subject and records his or her pre- and post-diet weights
in pounds and triglyceride levels in mg/100 ml.

dischargedata.sav. This is a data file concerning Seasonal Patterns of Winnipeg
Hospital Use, (Menec , Roos, Nowicki, MacWilliam, Finlayson , and Black, 1999)
from the Manitoba Centre for Health Policy.

dvdplayer.sav. This is a hypothetical data file that concerns the development of a
new DVD player. Using a prototype, the marketing team has collected focus
group data. Each case corresponds to a separate surveyed user and records some
demographic information about them and their responses to questions about the
prototype.

flying.sav. This data file contains the flying mileages between 10 American cities.

german_credit.sav. This data file is taken from the “German credit” dataset in
the Repository of Machine Learning Databases (Blake and Merz, 1998) at the
University of California, Irvine.

grocery_Tmonth.sav. This hypothetical data file is the grocery_coupons.sav data file
with the weekly purchases “rolled-up” so that each case corresponds to a separate
customer. Some of the variables that changed weekly disappear as a result, and
the amount spent recorded is now the sum of the amounts spent during the four
weeks of the study.

grocery_coupons.sav. This is a hypothetical data file that contains survey data
collected by a grocery store chain interested in the purchasing habits of their
customers. Each customer is followed for four weeks, and each case corresponds
to a separate customer-week and records information about where and how the
customer shops, including how much was spent on groceries during that week.

guttman.sav. Bell (Bell, 1961) presented a table to illustrate possible social groups.
Guttman (Guttman, 1968) used a portion of this table, in which five variables
describing such things as social interaction, feelings of belonging to a group,
physical proximity of members, and formality of the relationship were crossed
with seven theoretical social groups, including crowds (for example, people at a
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football game), audiences (for example, people at a theater or classroom lecture),
public (for example, newspaper or television audiences), mobs (like a crowd but
with much more intense interaction), primary groups (intimate), secondary groups
(voluntary), and the modern community (loose confederation resulting from close
physical proximity and a need for specialized services).

healthplans.sav. This is a hypothetical data file that concerns an insurance group’s
efforts to evaluate four different health care plans for small employers. Twelve
employers are recruited to rank the plans by how much they would prefer to
offer them to their employees. Each case corresponds to a separate employer
and records the reactions to each plan.

health_funding.sav. This is a hypothetical data file that contains data on health care
funding (amount per 100 population), disease rates (rate per 10,000 population),
and visits to health care providers (rate per 10,000 population). Each case
represents a different city.

hivassay.sav. This is a hypothetical data file that concerns the efforts of a
pharmaceutical lab to develop a rapid assay for detecting HIV infection. The
results of the assay are eight deepening shades of red, with deeper shades indicating
greater likelihood of infection. A laboratory trial was conducted on 2,000 blood
samples, half of which were infected with HIV and half of which were clean.

hourlywagedata.sav. This is a hypothetical data file that concerns the hourly wages
of nurses from office and hospital positions and with varying levels of experience.

insure.sav. This is a hypothetical data file that concerns an insurance company that
is studying the risk factors that indicate whether a client will have to make a claim
on a 10-year term life insurance contract. Each case in the data file represents a
pair of contracts, one of which recorded a claim and the other didn’t, matched

on age and gender.

judges.sav. This is a hypothetical data file that concerns the scores given by trained
judges (plus one enthusiast) to 300 gymnastics performances. Each row represents
a separate performance; the judges viewed the same performances.

kinship_dat.sav. Rosenberg and Kim (Rosenberg and Kim, 1975) set out to
analyze 15 kinship terms (aunt, brother, cousin, daughter, father, granddaughter,
grandfather, grandmother, grandson, mother, nephew, niece, sister, son, uncle).
They asked four groups of college students (two female, two male) to sort these
terms on the basis of similarities. Two groups (one female, one male) were asked
to sort twice, with the second sorting based on a different criterion from the first
sort. Thus, a total of six “sources” were obtained. Each source corresponds to a
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15 x 15 proximity matrix, whose cells are equal to the number of people in a source
minus the number of times the objects were partitioned together in that source.

kinship_ini.sav. This data file contains an initial configuration for a
three-dimensional solution for kinship_dat.sav.

kinship_var.sav. This data file contains independent variables gender, gener (ation),
and degree (of separation) that can be used to interpret the dimensions of a solution
for kinship_dat.sav. Specifically, they can be used to restrict the space of the
solution to a linear combination of these variables.

mailresponse.sav. This is a hypothetical data file that concerns the efforts of a
clothing manufacturer to determine whether using first class postage for direct
mailings results in faster responses than bulk mail. Order-takers record how many
weeks after the mailing each order is taken.

marketvalues.sav. This data file concerns home sales in a new housing development
in Algonquin, Ill., during the years from 1999-2000. These sales are a matter
of public record.

mutualfund.sav. This data file concerns stock market information for various tech
stocks listed on the S&P 500. Each case corresponds to a separate company.

nhis2000_subset.sav. The National Health Interview Survey (NHIS) is a large,
population-based survey of the U.S. civilian population. Interviews are

carried out face-to-face in a nationally representative sample of households.
Demographic information and observations about health behaviors and status
are obtained for members of each household. This data file contains a subset

of information from the 2000 survey. National Center for Health Statistics.
National Health Interview Survey, 2000. Public-use data file and documentation.
ftp://ftp.cdc.govipub/Health_Satisticsy NCHS DatasetsNHIS/2000/. Accessed
2003.

ozone.sav. The data include 330 observations on six meteorological variables for

predicting ozone concentration from the remaining variables. Previous researchers
(Breiman and Friedman, 1985), (Hastie and Tibshirani, 1990), among others found
nonlinearities among these variables, which hinder standard regression approaches.

pain_medication.sav. This hypothetical data file contains the results of a clinical
trial for anti-inflammatory medication for treating chronic arthritic pain. Of
particular interest is the time it takes for the drug to take effect and how it
compares to an existing medication.
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patient_los.sav. This hypothetical data file contains the treatment records of
patients who were admitted to the hospital for suspected myocardial infarction
(M1, or “heart attack™). Each case corresponds to a separate patient and records
many variables related to their hospital stay.

patlos_sample.sav. This hypothetical data file contains the treatment records of a
sample of patients who received thrombolytics during treatment for myocardial
infarction (MI, or “heart attack™). Each case corresponds to a separate patient and
records many variables related to their hospital stay.

polishing.sav. This is the “Nambeware Polishing Times” data file from the Data and
Story Library. It concerns the efforts of a metal tableware manufacturer (Nambe
Mills, Santa Fe, N. M.) to plan its production schedule. Each case represents a
different item in the product line. The diameter, polishing time, price, and product
type are recorded for each item.

poll_cs.sav. This is a hypothetical data file that concerns pollsters’ efforts to
determine the level of public support for a bill before the legislature. The cases
correspond to registered voters. Each case records the county, township, and
neighborhood in which the voter lives.

poll_cs_sample.sav. This hypothetical data file contains a sample of the voters
listed in poll_cs.sav. The sample was taken according to the design specified in
the poll.csplan plan file, and this data file records the inclusion probabilities and
sample weights. Note, however, that because the sampling plan makes use of

a probability-proportional-to-size (PPS) method, there is also a file containing
the joint selection probabilities (poll_jointprob.sav). The additional variables
corresponding to voter demographics and their opinion on the proposed bill were
collected and added the data file after the sample as taken.

property_assess.sav. This is a hypothetical data file that concerns a county
assessor’s efforts to keep property value assessments up to date on limited
resources. The cases correspond to properties sold in the county in the past year.
Each case in the data file records the township in which the property lies, the
assessor who last visited the property, the time since that assessment, the valuation
made at that time, and the sale value of the property.

property_assess_cs.sav. This is a hypothetical data file that concerns a state
assessor’s efforts to keep property value assessments up to date on limited
resources. The cases correspond to properties in the state. Each case in the data
file records the county, township, and neighborhood in which the property lies, the
time since the last assessment, and the valuation made at that time.
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property_assess_cs_sample.sav. This hypothetical data file contains a sample of
the properties listed in property_assess cs.sav. The sample was taken according
to the design specified in the property_assess.csplan plan file, and this data file
records the inclusion probabilities and sample weights. The additional variable
Current value was collected and added to the data file after the sample was taken.

recidivism.sav. This is a hypothetical data file that concerns a government law
enforcement agency’s efforts to understand recidivism rates in their area of
jurisdiction. Each case corresponds to a previous offender and records their
demographic information, some details of their first crime, and then the time until
their second arrest, if it occurred within two years of the first arrest.

recidivism_cs_sample.sav. This is a hypothetical data file that concerns a
government law enforcement agency’s efforts to understand recidivism rates

in their area of jurisdiction. Each case corresponds to a previous offender,
released from their first arrest during the month of June, 2003, and records
their demographic information, some details of their first crime, and the data
of their second arrest, if it occurred by the end of June, 2006. Offenders were
selected from sampled departments according to the sampling plan specified in
recidivism_cs.csplan; because it makes use of a probability-proportional-to-size
(PPS) method, there is also a file containing the joint selection probabilities
(recidivism_cs_jointprob.sav).

rfm_transactions.sav. A hypothetical data file containing purchase transaction
data, including date of purchase, item(s) purchased, and monetary amount of
each transaction.

salesperformance.sav. This is a hypothetical data file that concerns the evaluation
of two new sales training courses. Sixty employees, divided into three groups, all
receive standard training. In addition, group 2 gets technical training; group 3,

a hands-on tutorial. Each employee was tested at the end of the training course
and their score recorded. Each case in the data file represents a separate trainee
and records the group to which they were assigned and the score they received
on the exam.

satisf.sav. This is a hypothetical data file that concerns a satisfaction survey
conducted by a retail company at 4 store locations. 582 customers were surveyed
in all, and each case represents the responses from a single customer.

screws.sav. This data file contains information on the characteristics of screws,
bolts, nuts, and tacks (Hartigan, 1975).
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shampoo_ph.sav. This is a hypothetical data file that concerns the quality control at
a factory for hair products. At regular time intervals, six separate output batches
are measured and their pH recorded. The target range is 4.5-5.5.

ships.sav. A dataset presented and analyzed elsewhere (McCullagh et al., 1989)
that concerns damage to cargo ships caused by waves. The incident counts can be
modeled as occurring at a Poisson rate given the ship type, construction period, and
service period. The aggregate months of service for each cell of the table formed
by the cross-classification of factors provides values for the exposure to risk.

site.sav. This is a hypothetical data file that concerns a company’s efforts to choose
new sites for their expanding business. They have hired two consultants to
separately evaluate the sites, who, in addition to an extended report, summarized
each site as a “good,” “fair,” or “poor” prospect.

siteratings.sav. This is a hypothetical data file that concerns the beta testing of an
e-commerce firm’s new Web site. Each case represents a separate beta tester, who
scored the usability of the site on a scale from 0-20.

smokers.sav. This data file is abstracted from the 1998 National Household Survey
of Drug Abuse and is a probability sample of American households. Thus, the
first step in an analysis of this data file should be to weight the data to reflect
population trends.

smoking.sav. This is a hypothetical table introduced by Greenacre (Greenacre,
1984). The table of interest is formed by the crosstabulation of smoking behavior
by job category. The variable Staff Group contains the job categories S Managers,
Jr Managers, S Employees, Jr Employees, and Secretaries, plus the category
National Average, which can be used as supplementary to an analysis. The
variable Smoking contains the behaviors None, Light, Medium, and Heavy, plus
the categories No Alcohol and Alcohol, which can be used as supplementary to an
analysis.

storebrand.sav. This is a hypothetical data file that concerns a grocery store
manager’s efforts to increase sales of the store brand detergent relative to other
brands. She puts together an in-store promotion and talks with customers at
check-out. Each case represents a separate customer.

stores.sav. This data file contains hypothetical monthly market share data for
two competing grocery stores. Each case represents the market share data for a
given month.

stroke_clean.sav. This hypothetical data file contains the state of a medical
database after it has been cleaned using procedures in the Data Preparation option.
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stroke_invalid.sav. This hypothetical data file contains the initial state of a medical
database and contains several data entry errors.

stroke_survival. This hypothetical data file concerns survival times for patients
exiting a rehabilitation program post-ischemic stroke face a number of challenges.
Post-stroke, the occurrence of myocardial infarction, ischemic stroke, or
hemorrhagic stroke is noted and the time of the event recorded. The sample is
left-truncated because it only includes patients who survived through the end of
the rehabilitation program administered post-stroke.

stroke_valid.sav. This hypothetical data file contains the state of a medical database
after the values have been checked using the Validate Data procedure. It still
contains potentially anomalous cases.

survey_sample.sav. This hypothetical data file contains survey data, including
demographic data and various attitude measures.

tastetest.sav. This is a hypothetical data file that concerns the effect of mulch color
on the taste of crops. Strawberries grown in red, blue, and black mulch were rated
by taste-testers on an ordinal scale of 1 to 5 (far below to far above average). Each
case represents a separate taste-tester.

telco.sav. This is a hypothetical data file that concerns a telecommunications
company’s efforts to reduce churn in their customer base. Each case corresponds
to a separate customer and records various demographic and service usage
information.

telco_extra.sav. This data file is similar to the telco.sav data file, but the “tenure”
and log-transformed customer spending variables have been removed and replaced
by standardized log-transformed customer spending variables.

telco_missing.sav. This data file is a subset of the telco.sav data file, but some of
the demographic data values have been replaced with missing values.

testmarket.sav. This hypothetical data file concerns a fast food chain’s plans to
add a new item to its menu. There are three possible campaigns for promoting
the new product, so the new item is introduced at locations in several randomly
selected markets. A different promotion is used at each location, and the weekly
sales of the new item are recorded for the first four weeks. Each case corresponds
to a separate location-week.

testmarket_1month.sav. This hypothetical data file is the testmarket.sav data file
with the weekly sales “rolled-up” so that each case corresponds to a separate
location. Some of the variables that changed weekly disappear as a result, and the
sales recorded is now the sum of the sales during the four weeks of the study.
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tree_car.sav. This is a hypothetical data file containing demographic and vehicle
purchase price data.

tree_credit.sav. This is a hypothetical data file containing demographic and bank
loan history data.

tree_missing_data.sav This is a hypothetical data file containing demographic and
bank loan history data with a large number of missing values.

tree_score_car.sav. This is a hypothetical data file containing demographic and
vehicle purchase price data.

tree_textdata.sav. A simple data file with only two variables intended primarily
to show the default state of variables prior to assignment of measurement level
and value labels.

tv-survey.sav. This is a hypothetical data file that concerns a survey conducted by a
TV studio that is considering whether to extend the run of a successful program.
906 respondents were asked whether they would watch the program under various
conditions. Each row represents a separate respondent; each column is a separate
condition.

ulcer_recurrence.sav. This file contains partial information from a study designed
to compare the efficacy of two therapies for preventing the recurrence of ulcers. It
provides a good example of interval-censored data and has been presented and
analyzed elsewhere (Collett, 2003).

ulcer_recurrence_recoded.sav. This file reorganizes the information in
ulcer_recurrence.sav to allow you model the event probability for each interval
of the study rather than simply the end-of-study event probability. It has been
presented and analyzed elsewhere (Collett et al., 2003).

verd1985.sav. This data file concerns a survey (Verdegaal, 1985). The responses
of 15 subjects to 8 variables were recorded. The variables of interest are divided
into three sets. Set 1 includes age and marital, set 2 includes pet and news, and set
3 includes music and live. Pet is scaled as multiple nominal and age is scaled as
ordinal; all of the other variables are scaled as single nominal.

virus.sav. This is a hypothetical data file that concerns the efforts of an Internet
service provider (ISP) to determine the effects of a virus on its networks. They
have tracked the (approximate) percentage of infected e-mail traffic on its networks
over time, from the moment of discovery until the threat was contained.
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waittimes.sav. This is a hypothetical data file that concerns customer waiting times
for service at three different branches of a local bank. Each case corresponds to

a separate customer and records the time spent waiting and the branch at which
they were conducting their business.

webusability.sav. This is a hypothetical data file that concerns usability testing of
a new e-store. Each case corresponds to one of five usability testers and records
whether or not the tester succeeded at each of six separate tasks.

wheeze_steubenville.sav. This is a subset from a longitudinal study of the health
effects of air pollution on children (Ware, Dockery, Spiro III, Speizer, and Ferris
Jr., 1984). The data contain repeated binary measures of the wheezing status
for children from Steubenville, Ohio, at ages 7, 8, 9 and 10 years, along with a
fixed recording of whether or not the mother was a smoker during the first year
of the study.

workprog.sav. This is a hypothetical data file that concerns a government works
program that tries to place disadvantaged people into better jobs. A sample of
potential program participants were followed, some of whom were randomly
selected for enrollment in the program, while others were not. Each case represents
a separate program participant.



Bibliography

Bell, E. H. 1961. Social foundations of human behavior: Introduction to the study of
sociology. New York: Harper & Row.

Blake, C. L., and C. J. Merz. 1998. "UCI Repository of machine learning databases."
Available at http://www.ics.uci.edu/~mlearn/MLRepository.html.

Breiman, L., and J. H. Friedman. 1985. Estimating optimal transformations for
multiple regression and correlation. Journal of the American Statistical Association,
80, 580-598.

Cochran, W. G. 1977. Sampling Techniques, 3rd ed. New York: John Wiley and Sons.

Collett, D. 2003. Modelling survival data in medical research, 2 ed. Boca Raton:
Chapman & Hall/CRC.

Cox, D. R., and E. J. Snell. 1989. The Analysis of Binary Data, 2nd ed. London:
Chapman and Hall.

Green, P. E., and V. Rao. 1972. Applied multidimensional scaling. Hinsdale, TlL.:
Dryden Press.

Green, P. E., and Y. Wind. 1973. Multiattribute decisionsin marketing: A measurement
approach. Hinsdale, Ill.: Dryden Press.

Greenacre, M. J. 1984. Theory and applications of correspondence analysis. London:
Academic Press.

Guttman, L. 1968. A general nonmetric technique for finding the smallest coordinate
space for configurations of points. Psychometrika, 33, 469-506.

Hartigan, J. A. 1975. Clustering algorithms. New York: John Wiley and Sons.

Hastie, T., and R. Tibshirani. 1990. Generalized additive models. London: Chapman
and Hall.

Kennedy, R., C. Riquier, and B. Sharp. 1996. Practical applications of correspondence
analysis to categorical data in market research. Journal of Targeting, Measurement,
and Analysis for Marketing, 5, 56-70.

Kish, L. 1965. Survey Sampling. New York: John Wiley and Sons.
Kish, L. 1987. Satistical Design for Research. New York: John Wiley and Sons.

323


http://www.ics.uci.edu/%7Emlearn/MLRepository.html

324

Bibliography

McCullagh, P., and J. A. Nelder. 1989. Generalized Linear Models, 2nd ed. London:
Chapman & Hall.

McFadden, D. 1974. Conditional logit analysis of qualitative choice behavior. In:
Frontiersin Economics, P. Zarembka, ed. New York: AcademicPress.

Menec , V., N. Roos, D. Nowicki, L. MacWilliam, G. Finlayson , and C. Black. 1999.
Seasonal Patterns of Winnipeg Hospital Use. : Manitoba Centre for Health Policy.

Murthy, M. N. 1967. Sampling Theory and Methods. Calcutta, India: Statistical
Publishing Society.

Nagelkerke, N. J. D. 1991. A note on the general definition of the coefficient of
determination. Biometrika, 78:3, 691-692.

Price, R. H., and D. L. Bouffard. 1974. Behavioral appropriateness and situational
constraints as dimensions of social behavior. Journal of Personality and Social
Psychology, 30, 579-586.

Rickman, R., N. Mitchell, J. Dingman, and J. E. Dalen. 1974. Changes in serum
cholesterol during the Stillman Diet. Journal of the American Medical Association,
228, 54-58.

Rosenberg, S., and M. P. Kim. 1975. The method of sorting as a data-gathering
procedure in multivariate research. Multivariate Behavioral Research, 10, 489-502.

Sarndal, C., B. Swensson, and J. Wretman. 1992. Model Assisted Survey Sampling.
New York: Springer-Verlag.

Van der Ham, T., J. J. Meulman, D. C. Van Strien, and H. Van Engeland. 1997.
Empirically based subgrouping of eating disorders in adolescents: A longitudinal
perspective. British Journal of Psychiatry, 170, 363—368.

Verdegaal, R. 1985. Meer sets analyse voor kwalitatieve gegevens (in Dutch). Leiden:
Department of Data Theory, University of Leiden.

Ware, J. H., D. W. Dockery, A. Spiro 111, F. E. Speizer, and B. G. Ferris Jr.. 1984.
Passive smoking, gas cooking, and respiratory health of children living in six cities.
American Review of Respiratory Diseases, 129, 366-374.



adjusted chi-square

in Complex Samples, 60, 74, 87

in Complex Samples Cox Regression, 109
adjusted F statistic

in Complex Samples, 60, 74, 87

in Complex Samples Cox Regression, 109
adjusted residuals

in Complex Samples Crosstabs, 46
aggregated residuals

in Complex Samples Cox Regression, 111
analysis plan, 21

baseline strata

in Complex Samples Cox Regression, 103
Bonferroni

in Complex Samples, 60, 74, 87

in Complex Samples Cox Regression, 109
Breslow estimation method

in Complex Samples Cox Regression, 117
Brewer’s sampling method

in Sampling Wizard, 8

chi-square
in Complex Samples, 60, 74, 87
in Complex Samples Cox Regression, 109
classification tables
in Complex Samples Logistic Regression, 72, 232
in Complex Samples Ordinal Regression, 85, 247
clusters
in Analysis Preparation Wizard, 23
in Sampling Wizard, 6
coefficient of variation (COV)
in Complex Samples Crosstabs, 46
in Complex Samples Descriptives, 41
in Complex Samples Frequencies, 36
in Complex Samples Ratios, 52
column percentages
in Complex Samples Crosstabs, 46
Complex Samples
hypothesis tests, 60, 74, 87

Index

missing values, 37, 48
options, 38, 43, 49, 54
Complex Samples Analysis Preparation Wizard, 171
public data, 171
related procedures, 185
sampling weights not available, 174
summary, 174, 185
Complex Samples Cox Regression, 257
date and time variables, 95
define event, 99
hypothesis tests, 109
Kaplan-Meier analysis, 95
log-minus-log plot, 307
model, 104
model export, 114
options, 117
parameter estimates, 274, 305
pattern values, 306
piecewise-constant, time-dependent predictors,
274
plots, 108
predictors, 100
sample design information, 269, 304
save variables, 111
statistics, 106
subgroups, 103
test of proportional hazards, 270
tests of model effects, 269, 274, 304
time-dependent predictor, 101, 257
Complex Samples Crosstabs, 44, 198
crosstabulation table, 202
related procedures, 204
relative risk, 198, 202, 204
statistics, 46
Complex Samples Descriptives, 39, 192
missing values, 42
public data, 192
related procedures, 197
statistics, 41, 195
statistics by subpopulation, 196

325



326

Index

Complex Samples Frequencies, 34, 186
frequency table, 189
frequency table by subpopulation, 190
related procedures, 191
statistics, 36
Complex Samples General Linear Model, 55, 213
command additional features, 65
estimated means, 62
marginal means, 221
model, 57
model summary, 218
options, 65
parameter estimates, 220
related procedures, 224
save variables, 63
statistics, 59
tests of model effects, 219
Complex Samples Logistic Regression, 67, 226
classification tables, 232
command additional features, 79
model, 70
odds ratios, 75, 235
options, 78
parameter estimates, 234
pseudo R statistics, 231
reference category, 69
related procedures, 237
save variables, 76
statistics, 72
tests of model effects, 233
Complex Samples Ordinal Regression, 80, 238
classification tables, 247
generalized cumulative model, 250
model, 83
odds ratios, 88, 248
options, 92
parameter estimates, 245
pseudo RZ statistics, 244, 255
related procedures, 256
response probabilities, 82
save variables, 90
statistics, 85
tests of model effects, 245
warnings, 254
Complex Samples Ratios, 50, 206
missing values, 53

ratios, 209

related procedures, 211

statistics, 52
Complex Samples Sampling Wizard, 121

PPS sampling, 153

related procedures, 170

sampling frame, full, 121

sampling frame, partial, 133

summary, 131-132, 165
complex sampling

analysis plan, 21

sample plan, 4
confidence intervals

in Complex Samples Crosstabs, 46

in Complex Samples Descriptives, 41, 195-196

in Complex Samples Frequencies, 36, 189—190

in Complex Samples General Linear Model, 59,

65

in Complex Samples Logistic Regression, 72

in Complex Samples Ordinal Regression, 85

in Complex Samples Ratios, 52
confidence level

in Complex Samples Logistic Regression, 78

in Complex Samples Ordinal Regression, 92
contrasts

in Complex Samples General Linear Model, 62
correlations of parameter estimates

in Complex Samples General Linear Model, 59

in Complex Samples Logistic Regression, 72

in Complex Samples Ordinal Regression, 85
covariances of parameter estimates

in Complex Samples General Linear Model, 59

in Complex Samples Logistic Regression, 72

in Complex Samples Ordinal Regression, 85
Cox-Snell residuals

in Complex Samples Cox Regression, 111
crosstabulation table

in Complex Samples Crosstabs, 202
cumulative probabilities

in Complex Samples Ordinal Regression, 90
cumulative values

in Complex Samples Frequencies, 36

degrees of freedom
in Complex Samples, 60, 74, 87
in Complex Samples Cox Regression, 109



327

design effect

in Complex Samples Cox Regression, 106

in Complex Samples Crosstabs, 46

in Complex Samples Descriptives, 41

in Complex Samples Frequencies, 36

in Complex Samples General Linear Model, 59

in Complex Samples Logistic Regression, 72

in Complex Samples Ordinal Regression, 85

in Complex Samples Ratios, 52
deviance residuals

in Complex Samples Cox Regression, 111
deviation contrasts

in Complex Samples General Linear Model, 62
difference contrasts

in Complex Samples General Linear Model, 62

Efron estimation method

in Complex Samples Cox Regression, 117
estimated marginal means

in Complex Samples General Linear Model, 62
expected values

in Complex Samples Crosstabs, 46

F statistic

in Complex Samples, 60, 74, 87

in Complex Samples Cox Regression, 109
Fisher scoring

in Complex Samples Ordinal Regression, 92

generalized cumulative model
in Complex Samples Ordinal Regression, 250

Helmert contrasts
in Complex Samples General Linear Model, 62

inclusion probabilities
in Sampling Wizard, 12
input sample weights
in Sampling Wizard, 6
iteration history
in Complex Samples Logistic Regression, 78
in Complex Samples Ordinal Regression, 92
iterations
in Complex Samples Logistic Regression, 78

Index

in Complex Samples Ordinal Regression, 92

least significant difference

in Complex Samples, 60, 74, 87

in Complex Samples Cox Regression, 109
likelihood convergence

in Complex Samples Logistic Regression, 78

in Complex Samples Ordinal Regression, 92
log-minus-log plot

in Complex Samples Cox Regression, 307

marginal means
in GLM Univariate, 221
martingale residuals
in Complex Samples Cox Regression, 111
mean
in Complex Samples Descriptives, 41, 195-196
measure of size
in Sampling Wizard, 8
missing values
in Complex Samples, 37, 48
in Complex Samples Descriptives, 42
in Complex Samples General Linear Model, 65
in Complex Samples Logistic Regression, 78
in Complex Samples Ordinal Regression, 92
in Complex Samples Ratios, 53
Murthy’s sampling method
in Sampling Wizard, 8

Newton-Raphson method
in Complex Samples Ordinal Regression, 92

odds ratios
in Complex Samples Crosstabs, 46, 198
in Complex Samples Logistic Regression, 75, 235
in Complex Samples Ordinal Regression, 88, 248

parameter convergence
in Complex Samples Logistic Regression, 78
in Complex Samples Ordinal Regression, 92
parameter estimates
in Complex Samples Cox Regression, 106
in Complex Samples General Linear Model, 59,
220



328

Index

in Complex Samples Logistic Regression, 72, 234

in Complex Samples Ordinal Regression, 85, 245
piecewise-constant, time-dependent predictors

in Complex Samples Cox Regression, 274
plan file, 3
polynomial contrasts

in Complex Samples General Linear Model, 62
population size

in Complex Samples Crosstabs, 46

in Complex Samples Descriptives, 41

in Complex Samples Frequencies, 36, 189—-190

in Complex Samples Ratios, 52

in Sampling Wizard, 12
PPS sampling

in Sampling Wizard, 8
predicted categories

in Complex Samples Logistic Regression, 76

in Complex Samples Ordinal Regression, 90
predicted probability

in Complex Samples Logistic Regression, 76

in Complex Samples Ordinal Regression, 90
predicted values

in Complex Samples General Linear Model, 63
predictor patterns

in Complex Samples Cox Regression, 306
proportional hazards test

in Complex Samples Cox Regression, 270
pseudo R statistics

in Complex Samples Logistic Regression, 72, 231

in Complex Samples Ordinal Regression, 85, 244,

255

public data

in Analysis Preparation Wizard, 171

in Complex Samples Descriptives, 192

R? statistic
in Complex Samples General Linear Model, 59,
218
ratios
in Complex Samples Ratios, 209
reference category
in Complex Samples General Linear Model, 62
in Complex Samples Logistic Regression, 69
relative risk
in Complex Samples Crosstabs, 46, 198, 202, 204

repeated contrasts

in Complex Samples General Linear Model, 62
residuals

in Complex Samples Crosstabs, 46

in Complex Samples General Linear Model, 63
response probabilities

in Complex Samples Ordinal Regression, 82
risk difference

in Complex Samples Crosstabs, 46
row percentages

in Complex Samples Crosstabs, 46

Sampford’s sampling method
in Sampling Wizard, 8
sample design information
in Complex Samples Cox Regression, 106, 269,
304
sample files
location, 309
sample plan, 4
sample proportion
in Sampling Wizard, 12
sample size
in Sampling Wizard, 10, 12
sample weights
in Analysis Preparation Wizard, 23
in Sampling Wizard, 12
sampling
complex design, 4
sampling estimation
in Analysis Preparation Wizard, 25
sampling frame, full
in Sampling Wizard, 121
sampling frame, partial
in Sampling Wizard, 133
sampling method
in Sampling Wizard, 8
Schoenfeld’s partial residuals
in Complex Samples Cox Regression, 111
score residuals
in Complex Samples Cox Regression, 111
separation
in Complex Samples Logistic Regression, 78
in Complex Samples Ordinal Regression, 92
sequential Bonferroni correction
in Complex Samples, 60, 74, 87



329

in Complex Samples Cox Regression, 109
sequential sampling
in Sampling Wizard, 8
sequential Sidak correction
in Complex Samples, 60, 74, 87
in Complex Samples Cox Regression, 109
Sidak correction
in Complex Samples, 60, 74, 87
in Complex Samples Cox Regression, 109
simple contrasts
in Complex Samples General Linear Model, 62
simple random sampling
in Sampling Wizard, 8
square root of design effect
in Complex Samples Cox Regression, 106
in Complex Samples Crosstabs, 46
in Complex Samples Descriptives, 41
in Complex Samples Frequencies, 36
in Complex Samples General Linear Model, 59
in Complex Samples Logistic Regression, 72
in Complex Samples Ordinal Regression, 85
in Complex Samples Ratios, 52
standard error
in Complex Samples Crosstabs, 46
in Complex Samples Descriptives, 41, 195-196
in Complex Samples Frequencies, 36, 189—-190
in Complex Samples General Linear Model, 59
in Complex Samples Logistic Regression, 72
in Complex Samples Ordinal Regression, 85
in Complex Samples Ratios, 52
step-halving
in Complex Samples Logistic Regression, 78
in Complex Samples Ordinal Regression, 92
stratification
in Analysis Preparation Wizard, 23
in Sampling Wizard, 6
subpopulation
in Complex Samples Cox Regression, 103
sum
in Complex Samples Descriptives, 41
summary
in Analysis Preparation Wizard, 174, 185
in Sampling Wizard, 131-132, 165
systematic sampling
in Sampling Wizard, 8

Index

t test

in Complex Samples General Linear Model, 59

in Complex Samples Logistic Regression, 72

in Complex Samples Ordinal Regression, 85
table percentages

in Complex Samples Crosstabs, 46

in Complex Samples Frequencies, 36, 189—190
test of parallel lines

in Complex Samples Ordinal Regression, 85, 250
test of proportional hazards

in Complex Samples Cox Regression, 106
tests of model effects

in Complex Samples Cox Regression, 304

in Complex Samples General Linear Model, 219

in Complex Samples Logistic Regression, 233

in Complex Samples Ordinal Regression, 245
time-dependent predictor

in Complex Samples Cox Regression, 101, 257

unweighted count
in Complex Samples Crosstabs, 46
in Complex Samples Descriptives, 41
in Complex Samples Frequencies, 36
in Complex Samples Ratios, 52

warnings
in Complex Samples Ordinal Regression, 254



	SPSS Complex Samples™ 17.0
	Table of Contents
	User's Guide
	1. Introduction to Complex Samples Procedures
	Properties of Complex Samples
	Usage of Complex Samples Procedures
	Plan Files

	Further Readings

	2. Sampling from a Complex Design
	Creating a New Sample Plan
	Sampling Wizard: Design Variables
	Tree Controls for Navigating the Sampling Wizard

	Sampling Wizard: Sampling Method
	Sampling Wizard: Sample Size
	Define Unequal Sizes

	Sampling Wizard: Output Variables
	Sampling Wizard: Plan Summary
	Sampling Wizard: Draw Sample Selection Options
	Sampling Wizard: Draw Sample Output Files
	Sampling Wizard: Finish
	Modifying an Existing Sample Plan
	Sampling Wizard: Plan Summary
	Running an Existing Sample Plan
	CSPLAN and CSSELECT Commands Additional Features

	3. Preparing a Complex Sample for Analysis
	Creating a New Analysis Plan
	Analysis Preparation Wizard: Design Variables
	Tree Controls for Navigating the Analysis Wizard

	Analysis Preparation Wizard: Estimation Method
	Analysis Preparation Wizard: Size
	Define Unequal Sizes

	Analysis Preparation Wizard: Plan Summary
	Analysis Preparation Wizard: Finish
	Modifying an Existing Analysis Plan
	Analysis Preparation Wizard: Plan Summary

	4. Complex Samples Plan
	5. Complex Samples Frequencies
	Complex Samples Frequencies Statistics
	Complex Samples Missing Values
	Complex Samples Options

	6. Complex Samples Descriptives
	Complex Samples Descriptives Statistics
	Complex Samples Descriptives Missing Values
	Complex Samples Options

	7. Complex Samples Crosstabs
	Complex Samples Crosstabs Statistics
	Complex Samples Missing Values
	Complex Samples Options

	8. Complex Samples Ratios
	Complex Samples Ratios Statistics
	Complex Samples Ratios Missing Values
	Complex Samples Options

	9. Complex Samples General Linear Model
	Complex Samples General Linear Model
	Complex Samples General Linear Model Statistics
	Complex Samples Hypothesis Tests
	Complex Samples General Linear Model Estimated Means
	Complex Samples General Linear Model Save
	Complex Samples General Linear Model Options

	CSGLM Command Additional Features
	10. Complex Samples Logistic Regression
	Complex Samples Logistic Regression Reference Category
	Complex Samples Logistic Regression Model
	Complex Samples Logistic Regression Statistics
	Complex Samples Hypothesis Tests
	Complex Samples Logistic Regression Odds Ratios
	Complex Samples Logistic Regression Save
	Complex Samples Logistic Regression Options
	CSLOGISTIC Command Additional Features

	11. Complex Samples Ordinal Regression
	Complex Samples Ordinal Regression Response Probabilities
	Complex Samples Ordinal Regression Model
	Complex Samples Ordinal Regression Statistics
	Complex Samples Hypothesis Tests
	Complex Samples Ordinal Regression Odds Ratios
	Complex Samples Ordinal Regression Save
	Complex Samples Ordinal Regression Options
	CSORDINAL Command Additional Features


	12. Complex Samples Cox Regression
	Define Event
	Predictors
	Define Time-Dependent Predictor

	Subgroups
	Model
	Statistics
	Plots
	Hypothesis Tests
	Save
	Export
	Options
	CSCOXREG Command Additional Features

	Examples
	13. Complex Samples Sampling Wizard
	Obtaining a Sample from a Full Sampling Frame
	Using the Wizard
	Plan Summary
	Sampling Summary
	Sample Results

	Obtaining a Sample from a Partial Sampling Frame
	Using the Wizard to Sample from the First Partial Frame
	Sample Results
	Using the Wizard to Sample from the Second Partial Frame
	Sample Results

	Sampling with Probability Proportional to Size (PPS)
	Using the Wizard
	Plan Summary
	Sampling Summary
	Sample Results

	Related Procedures

	14. Complex Samples Analysis Preparation Wizard
	Using the Complex Samples Analysis Preparation Wizard to Ready NHIS Public Data
	Using the Wizard
	Summary

	Preparing for Analysis When Sampling Weights Are Not in the Data File
	Computing Inclusion Probabilities and Sampling Weights
	Using the Wizard
	Summary

	Related Procedures

	15. Complex Samples Frequencies
	Using Complex Samples Frequencies to Analyze Nutritional Supplement Usage
	Running the Analysis
	Frequency Table
	Frequency by Subpopulation
	Summary

	Related Procedures

	16. Complex Samples Descriptives
	Using Complex Samples Descriptives to Analyze Activity Levels
	Running the Analysis
	Univariate Statistics
	Univariate Statistics by Subpopulation
	Summary

	Related Procedures

	17. Complex Samples Crosstabs
	Using Complex Samples Crosstabs to Measure the Relative Risk of an Event
	Running the Analysis
	Crosstabulation
	Risk Estimate
	Risk Estimate by Subpopulation
	Summary

	Related Procedures

	18. Complex Samples Ratios
	Using Complex Samples Ratios to Aid Property Value Assessment
	Running the Analysis
	Ratios
	Pivoted Ratios Table
	Summary

	Related Procedures

	19. Complex Samples General Linear Model
	Using Complex Samples General Linear Model to Fit a Two-Factor ANOVA
	Running the Analysis
	Model Summary
	Tests of Model Effects
	Parameter Estimates
	Estimated Marginal Means
	Summary

	Related Procedures

	20. Complex Samples Logistic Regression
	Using Complex Samples Logistic Regression to Assess Credit Risk
	Running the Analysis
	Pseudo R-Squares
	Classification
	Tests of Model Effects
	Parameter Estimates
	Odds Ratios
	Summary

	Related Procedures

	21. Complex Samples Ordinal Regression
	Using Complex Samples Ordinal Regression to Analyze Survey Results
	Running the Analysis
	Pseudo R-Squares
	Tests of Model Effects
	Parameter Estimates
	Classification
	Odds Ratios
	Generalized Cumulative Model
	Dropping Non-Significant Predictors
	Warnings
	Comparing Models
	Summary

	Related Procedures

	22. Complex Samples Cox Regression
	Using a Time-Dependent Predictor in Complex Samples Cox Regression
	Preparing the Data
	Running the Analysis
	Sample Design Information
	Tests of Model Effects
	Test of Proportional Hazards
	Adding a Time-Dependent Predictor

	Multiple Cases per Subject in Complex Samples Cox Regression
	Preparing the Data for Analysis
	Creating a Simple Random Sampling Analysis Plan
	Running the Analysis
	Sample Design Information
	Tests of Model Effects
	Parameter Estimates
	Pattern Values
	Log-Minus-Log Plot
	Summary



	A. Sample Files
	Bibliography
	Index



