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The term \synthetic phenomenology" refers to: 1) any attempt to characterize the phenomenal
states possessed, or modeled by, an artefact (such as a robot); or 2) any attempt to use an

artefact to help specify phenomenal states (independently of whether such states are possessed

by a naturally conscious being or an artefact). The notion of synthetic phenomenology is

clari¯ed, and distinguished from some related notions. It is argued that much work in machine
consciousness would bene¯t from being more cognizant of the need for synthetic phenomenology

of the ¯rst type, and of the possible forms it may take. It is then argued that synthetic phe-

nomenology of the second type looks set to resolve some problems confronted by standard, non-

synthetic attempts at characterizing phenomenal states. An example of the second form of
synthetic phenomenology is given.
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1. Machines and the Scienti¯c Explanation of Consciousness

A machine need not be conscious for it to be a contribution to the ¯eld of machine

consciousness. The ¯eld of machine consciousness, as a whole, aims not only to create

artefacts that themselves have phenomenal states, but also to create artefacts that

can help us understand or explain natural phenomenal states in humans and other

animals, even if such artefacts are not themselves conscious.13,30 An important goal of

the ¯eld of machine consciousness, then, is to make substantial contributions to the

science of consciousness.

Any science requires an ability to specify its explananda (facts, events, etc., to

be explained) and its explanantia (states, facts, events, properties, laws, etc., that

do the explaining). In a science of consciousness, particular conscious states

(experiences) may be expected to play both of those roles. A science of con-

sciousness, then, has a double need for a way to specify experiences. There is reason

to believe that work in machine consciousness can provide and bene¯t from such

experiential speci¯cation. In order to see how, some philosophical background must

¯rst be provided.
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1.1. Specifying the contents of consciousness

What one takes to be involved in a precise speci¯cation of experiences will depend, in

general, on one's theory of consciousness. In particular, theories vary concerning the

extent to which consciousness is representational. Some theories take phenomenal

states to be exhausted by their representational character,32 some take them to have

both representational and non-representational aspects,26 while others (e.g., some

sense-data theories) take phenomenal states to be wholly and essentially non-

representational. Since the latter view is problematic and largely discredited, the

approach of this article will be to assume that experiences are at least partly rep-

resentational, and that one can characterize the representational aspects of an

experience more or less independently of the non-representational aspects, if any.

It follows that at least part of what is essential to most, if not all, experiences is

their representational content. Recent work in the general theory of representation

takes foundational work in linguistic meaning as its starting point. We know from

Frege that linguistic signi¯cance includes not just reference (what the representation

is of), but also sense (the way that referent is represented). In general theories of

representation, which aspire to give an account not just of linguistic meaning, but

non-linguistic, mental representation, the notion of sense is generalized to represen-

tational content. Thus, the content of an experience is the way the experience pre-

sents the world as being. The question then becomes: \How can we specify the

content of particular experiences?"

The standard way of specifying the content of mental states is by use of \that"

clauses. For example, \Bob believes that snow is white" ascribes to Bob a belief, the

content of which is the same as, and is therefore speci¯ed by, the phrase following the

word \that": i.e., \snow is white". This means of specifying content is called linguistic

expression because the content is speci¯ed not by ¯nding a piece of language that

refers to the content in question (as does the speci¯cation \the content of the

experience that Bob had 2.5 minutes ago"), but rather by ¯nding words that have or

express that very content. Although linguistic expression works for specifying the

content of linguistically and conceptually structured mental states (such as those

involved in explicit reasoning, logical thought, etc.), there is reason to believe that

some aspects of mentality (e.g., some aspects of perceptual experience) have content

that is not conceptually structured.10,16,17,27 Insofar as language carries only con-

ceptual content, linguistic expression will not be able to specify the non-conceptual

content of experience.a As has been pointed out before,10 an alternative means of

speci¯cation is needed.

aActually, the situation may be worse than that. There is reason to believe that linguistic expression
cannot even allow us to specify all the conceptual, linguistically-structured contents we might have need of.

If externalists like Putnam29 and Burge5 are right in claiming that the content of linguistic expressions

depends on the environment of a subject, then one will not, in general, be able to specify the content of the

conceptual, linguistically-structured mental states of a subject whose environment is su±ciently di®erent
from one.
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1.2. Constraints on an alternative means of speci¯cation

A successful alternative means of specifying the content of experience must meet

several constraints:

. If it is to be of use in intersubjective science, then, like linguistic expression, it must

be communicable (not private).

. If it is to permit the application of law-like generalizations, then unlike \the con-

tent of the experience that Bob had 2.5 minutes ago", it must specify the content of

experience canonically, by virtue of the experience's essential, rather than acci-

dental, properties16 (or by reference to the essential properties of a non-phenom-

enally characterized system to which the experience is either identical or lawfully

related; see Sec. 1.2.2).

. If it is to respect the Fregean insight sketched above, it cannot, in general, consist

merely in a speci¯cation of what the experience is about; it must also specify the

way that referent is being represented.

. If it is to be a genuine alternative to linguistic expression, then it must be capable,

if not of specifying a superset of the contents speci¯able by linguistic expression,

then at least of specifying contents that are not speci¯able by linguistic expression

(e.g., non-conceptual experiential contents).b

Given the pervasiveness and easy, facile nature of linguistic expression, it can be

di±cult to imagine what an alternative means of content speci¯cation could be. But

the need for an alternative to linguistic expression speci¯cations has been

acknowledged before. Peacocke o®ers scenarios, ways of ¯lling out the space around

a subject, as a means of specifying a kind of non-conceptual content: scenario

content.27 Bermudez carefully considers the problem of specifying what he calls

\non-linguistic" content, and o®ers some strategies for doing so.4 Other work,

although perhaps not conceived of by its authors as potential solutions to this

problem, can nevertheless be considered as such. In particular the work of Lehar,22

which o®ers cartoons and sketches as a way of highlighting striking structural

aspects of human experience, might be thought of as providing non-symbolic evo-

cative speci¯cations of experiential content (see Sec. 1.2.1). But there has been little

systematic investigation into the possible forms that content speci¯cation might

take. To be clear on this, it may be helpful to step back and consider the question:

what is it to specify content, anyway? There seems to be three main ways how

content speci¯cation is achieved: evocative, referential, and mixed14,15 (but an

earlier treatment10 provides a di®erent way of classifying the possibilities).

1.2.1. Evocative speci¯cation

Evocative modes of content speci¯cation aim to create in the recipient of the speci-

¯cation a mental state with the same content as the content to be speci¯ed. This can

bOn this point, a¯cionados of non-conceptual content are referred to App. A.
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be done symbolically, non-symbolically, or imperatively:

. Symbolic: Linguistic expression is a kind of symbolic evocative speci¯cation: by

virtue of understanding the language used in the speci¯cation, the recipient enters

a mental state with the very same content as the one to be speci¯ed. As argued

above, this means of speci¯cation is too limited for the purposes of a science of

consciousness.

. Non-symbolic: Speci¯cations that cause the recipient to go into a mental state

with the content to be speci¯ed by means other than by virtue of the recipient

interpreting the speci¯cation symbolically/linguistically will be evocative, but non-

symbolic speci¯cations. For example, images can be used as a form of non-symbolic

evocative speci¯cation of the content of visual experience (in which case they are

referred to as depictions14,15): by viewing the depiction, the recipient has a visual

experience the content of which is the same as that to be speci¯ed.

. Imperative: Another possibility is imperative evocative speci¯cation, in which

one provides the recipient with a set of instructions that, if followed, would result

in the recipient entering into a mental state with the content to be speci¯ed.

Following the instructions themselves will typically involve making use of symbolic

or non-symbolic evocative speci¯cations. An example is \roll up a sheet of paper

into a tube, hold it against your left hand with the palm facing you, and look

through the tube with your right eye, keeping your left eye open."

Following this \experience recipe" will produce in normal subjects a visual

experience we might try to specify symbolically as \seeing a hole in one's hand". It

can therefore count as a speci¯cation of such an experience (although it is unlikely

to meet the \canonicalness" condition necessary for scienti¯c enquiry, mentioned

above). Given the imaginative power of the typical speci¯cation recipient, some

imperative evocative speci¯cations may not need to be actually carried out; rather,

it may be su±cient for the recipient merely to imagine carrying out the actions in

the speci¯cation for them to enter into a mental state with the desired content.

1.2.2. Referential speci¯cation

Evocative depictions can succeed independently of one's theory of the relation

between non-experiential and experiential states, assuming one has such a theory at

all. Referential speci¯cations, on the other hand, instead specify the content of

experience in a way that is not independent of one's understanding of the relation

between the experiential and the non-experiential. Referential speci¯cations do

not specify the content of an experience by virtue of causing the recipient to have

an experience with that content (although they may, at times, have such an

e®ect). Rather, they aim to give the recipient discriminating knowledge of the con-

tent in question (Evans' \knowledge which", distinct from \knowledge that" and

\knowledge how"17), knowledge that gives the recipient the ability to distinguish the

speci¯ed experiential content from all other experiential contents. An example would
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be \the content of the experience realized by neural state N", where N is a canonical

speci¯cation of a neural state. Clearly this only speci¯es a content relative to some

theory relating neural and experiential states (since it assumes, inter alia, that neural

states are su±cient for experiential contents). Because of this theory-mediation,

referential speci¯cations can leave the recipient with a feeling of epistemic dis-

satisfaction: \I know that the experience being speci¯ed is the experience realized by

neural state N214, but which experience is that?"

1.2.3. Mixed evocative/referential speci¯cation

Mixed speci¯cations aim to retain the best features of evocative and referential

speci¯cations while avoiding their respective limitations. For example, in the case of

specifying the content of visual experience, depictions can assist the recipient in

visualizing the structures employed in a referential speci¯cation, structures that

according to the associated theory determine the experiential content of interest.

Depictively presenting these structures in the right way may be crucial to the success

of the speci¯cation. For example, if one assumes an expectation-based theory of

perceptual experience14,15 (in which the non-conceptual content of a visual experience

consists in the set of sub-personal expectations that a subject's visual system has

relative to a set of relevant possible actions, such as eye movements), then one could

attempt to specify a particular visual experiential content by compiling a list of these

sub-personal expectations: a list of various actions a subject having that experience

might perform, and the expected visual stimulation (input) that would result. In

some sense, reference to the correct content would have been secured, but not in a

way that is of use to the recipient (the \epistemic dissatisfaction" mentioned at the

end of the previous paragraph). If instead one arrayed designators of expected inputs

spatially, where the location of a designator depended on the spatial properties of the

potential action that generates the expectation (as done in Sec. 2.2.4), then the

recipient may be much more likely to know which set of expectations, and thus which

content, is being speci¯ed. (Compare giving someone a list of 1s and 0s corresponding

to the binary contents of a jpeg ¯le, as opposed to giving them the picture that ¯le

encodes.) If the theory being used is a correct account of human visual experience, the

recipient will be employing the very same abilities and structures in perceiving the

depictive component of the speci¯cation as are employed by the speci¯cation to

(referentially) indicate the content of interest. Such mixed speci¯cations that exploit

a ¯t between the sensory-motor contingencies25 that determine the content to be

speci¯ed and the sensory-motor abilities employed by the recipient in perceiving the

speci¯cation itself are called enactive depictions.14,15

Like referential speci¯cations, enactive depictions are theory-mediated, and can

thus be seen as a special case of that class. However, because they are associated with

a particular kind of theory of experience — theories that take action-indexed

expectations of sensory input to determine the content of experience — they have

available to them a particular mode of conveying the abilities that determine a
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content, and therefore the content itself. Speci¯cally, enactive depictions present

these expectations in a spatially-indexed way, isomorphic to the spatial relations of

their associated actions. Thus, any recipient of such a speci¯cation will themselves

come to have a set of expectations that are isomorphic to the expectation set of a

subject with the experiential content being speci¯ed. It follows that, according to the

expectation-based theory of experience being assumed, the recipient of such a spe-

ci¯cation will have an experience with a content that is structurally isomorphic to the

content being speci¯ed. Knowledge of this fact, and acquaintance with their own

experiences, allows the recipients to \enact" the relevant content, and therefore to

know which experience is being speci¯ed. In Sec. 2.2 it will be suggested that enactive

depictions can be more interactive, generated on-the-°y in response to a recipient's

probing by making use of an embodied, robotic system. This potentially permits

speci¯cations of content of substantially greater temporal and conceptual sophisti-

cation.

2. Synthetic Phenomenology

With the above background in place, we can at last begin a discussion of synthetic

phenomenology itself. There are two types:

. Type I synthetic phenomenology: Any attempt to characterize the phenom-

enal states possessed, or modeled by, an artefact (such as a robot);

. Type II synthetic phenomenology: Any attempt to use an artefact to help

specify phenomenal states (independently of whether such states are possessed by a

naturally conscious being or an artefact).

Note that the Types are not exclusive; a Type II means of speci¯cation could be

used to specify the experiences of an arti¯cial agent, and thus be an instance of Type I

as well. Type I synthetic phenomenology is by far the more common of the two

Types.

There are some who use the term \synthetic phenomenology" in a way di®erent to

the above. See App. B for details.

2.1. Type I synthetic phenomenology

Involving as it does the notion of machine consciousness, Type I synthetic phe-

nomenology invites the consideration of a range of thorny philosophical issues: What

criteria must an arti¯cial system meet in order for it to be correctly attributed

conscious experiences at all? What criteria must an arti¯cial system meet in order

merely to model one particular conscious experience, as opposed to another? In what

ways might it be easier or more di±cult to ascertain which experiential state an

arti¯cial system is in, compared to doing so for a human? Along these lines, Gamez

says: \It is impossible to describe the phenomenology of a system that is not capable

of consciousness, and so the ¯rst challenge faced by synthetic phenomenology is to
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identify the systems that are capable of phenomenal states."18 But it is not clear that

this is so. For example, the original phenomenologists (e.g., Husserl) certainly

thought it possible to distinguish the contents of consciousness in a precise manner

without knowing the criteria that one's brain or body had to meet in order for one to

be in a mental state with that content. True, Type I synthetic phenomenology, unlike

traditional phenomenology, is not essentially a ¯rst-person enterprise, but the

possibility of traditional phenomenology establishes that in principle, content spe-

ci¯cation can proceed in advance of an elaborated psychophysical theory. In fact, the

points made at the beginning of Sec. 1 suggest that there is unlikely to be much

progress in the development of a psychophysical theory, even for robots, without

having some means of specifying the experiences in question. More likely, then,

theory and means of speci¯cation will develop in parallel, each constraining the other;

waiting for a completed psychophysical theory before embarking on Type I synthetic

phenomenology seems counter-productive. Of course, such interleaving requires some

idea, however inchoate, of which phenomenal states a system would have, were it to

have any phenomenal states at all. Speci¯cally, at least one form of synthetic phe-

nomenology (cf. Sec. 1.2.3), involving as it does referential speci¯cations of content,

relies on a basic psychophysical theory; but it is a discriminative theory, not the

constitutive one Gamez asks for (for more on the discriminative/constitutive dis-

tinction,14,15 see Sec. 2.2.1).

For the case of the conceptual content of conscious experiences possessed or

modeled by robots or other arti¯cial systems, Type I synthetic phenomenology can

proceed with methods already developed for conscious states in humans, such as

linguistic expression. On the other hand, even if all complex conceptual contents are

linguaform or propositional (a dubious claim), it remains possible that at least some

of the conceptual primitives out of which such structures are made have a graded,

metric, multi-dimensional character; hence the notion of conceptual spaces.19 Thus,

the geometric notational systems that have been developed in the theory of con-

ceptual spaces may be extended quite straightforwardly, from the case of humans to

that of robots, to specify experiences with this kind of conceptual content.7,8

In Sec. 1.1, the case for the existence of experiences that cannot be adequately

captured by conceptual means (e.g., linguistic expression and conceptual space dia-

grams) relied, more or less, on re°ection on our own, human case. But there is no

reason to believe that such considerations do not also apply to animals, arti¯cial

consciousnesses (should they ever appear), or artefacts that are intended merely to

model consciousness (which are here already). Therefore doing Type I synthetic

phenomenology will, in general, require an alternative to linguistic expression, for the

reasons given before.

Although the project of machine consciousness is relatively new, and use of the

term \synthetic phenomenology" even more so, there have already been several

instances of roboticists devising customized means for specifying the content of

experience-like states modeled by their robots. A full treatment of Type I synthetic
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phenomenology would include a detailed analysis of these examples in the light of the

preceding discussion, but there is no space for that in the present article. All that can

be done here is to mention a selection of these cases with a brief comment, with the

hope that the interested reader will consult the cited work for more detail.

. Mel's MURPHY24 controlled a robot arm and a camera that looked down on it; a

crucial part of MURPHY learning to use the arm involved o®-line considerations of

various joint angles and the expected camera input that would result from them.

Mel used a depiction of these expectations as a way of specifying the content of

these imaginative states.

. Aleksander and Dunmall's Neural Representational Modeller2 displays the

activities of simulated cells taken to be constitutive of visual awareness in a way

that allows one to see the contents of modeled visual and imaginative experience

changing over time.

. Stening, Jakobsson and Ziemke31 go beyond straightforward depictions of imagi-

native states. Using a \conceptual inversion" method,23 they create diagrams of

experiential sequences of perceptually grounded concepts to better compare and

contrast the way the world is experienced by the robot during imagination and

real-time sensory-motor interaction. They use the term \synthetic phenomen-

ology" to describe this work. Similar work was earlier reported by Holland and

Goodman.20

. Holland's SIMNOS is a virtual reality system employed by the CRONOS robot to

imagine, plan, etc.21 Thus, standard virtual reality renderings of the state of

SIMNOS serve as vivid and detailed depictions of the phenomenal states the

CRONOS-plus-SIMNOS system models.

2.2. Type II synthetic phenomenology

The general upshot of the consideration, in Sec. 1.2, of alternatives to standard

content speci¯cation (for humans or robots) was that a mixed evocative/referential

speci¯cation seemed most promising. For the case of visual experiences, a kind of

mixed speci¯cation, enactive depicition, was pro®ered, and it was suggested that the

use of robots might itself facilitate such speci¯cations; this proposal amounts to an

instance of Type II synthetic phenomenology.

SEER-3 is a robotic system that has been designed to specify particular experi-

ences via enactive depiction. This section explains how this kind of Type II synthetic

phenomenology is achieved, in the following way. First, a simple discriminative

theory of experience is assumed, without argument, for the purposes of illustration

only. Then the SEER-3 robot itself is described, showing how, in the light of the

assumed discriminative theory of experience, it can function as a model of experience.

With these pieces in place, it is shown how SEER-3 can be used to dynamically

generate enactive depictions to specify to a theorist the experiential states being

modeled.
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2.2.1. A discriminative theory of experience

The approach to specifying experience employed here relies on the use of a robotic

system that models the experience of some hypothetical subject. It therefore requires

a theory of consciousness that relates the states of the model to experiential states.

This theory need not be a constitutive theory: it need not give necessary and su±-

cient conditions for a system to be an experiencer in general (that is, it need not solve

the Hard Problem6). For present purposes, it can be assumed that the hypothetical

subject is an experiencer, and that the robotic system models the aspects of that

subject that are relevant to it being an experiencer. What is required is a dis-

criminative theory of experience: a theory that determines, given the modeled facts

on an occasion concerning a subject that is experiencing, exactly which experience the

subject has on that occasion. These points can be made clear by considering the

particular theory to be used in conjunction with SEER-3: the sensory-motor expec-

tation theory of experience mentioned in Sec. 1.2.3. According to the simplest version

of this theory (which is loosely inspired by, but not meant to be faithful to, the work

of O'Regan and Noë25), (part of) the (non-conceptual) content of the visual experi-

ence of a subject at a time t is a spatially distributed conjunction of:

1. A subset of the sensory information being received at t (\foveal" input);

2. The foveal inputs the agent would (sub-personally) expect to have were it to

perform at t, an action a, drawn from a privileged set of actions, spatially dis-

placed from the location of the sensations in (1) in a way isomorphic to the spatial

properties of the action a.

The theory implies that the content of the visual experience of a humanoid subject

would be expected inputs in a two-dimensional spatial array, with the current foveal

inputs at the center; the visual input that the subject would (sub-personally) expect

to have, were it to look up and to the left, would be located up and to the left in the

array; the visual input that the subject would (sub-personally) expect to have, were it

to look to the right, would be located to the right in the array; and so on.c

The theory assumed here is simple and °awed. However, this does not count

against it for present purposes; recall that this particular theory is put forward only

because some theory or other is required in order to provide an example of enactive

depiction speci¯cations of experience.

2.2.2. The SEER-3 robotic model

That the purpose here is demonstration of a technique, rather than arguing for a

particular theory or model, allows the normal modeling relation to be inverted.

Rather than choosing a subject of experience and attempting to construct a robotic

system that models it, we can start with a convenient robotic system, and assume

cTalk of an input s being spatially located at l is metaphorical shorthand; what is thereby referred to is a
content c (an abstract object with no location) that presents the world as being s-like at l.
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that there is some experiencing subject for which the robotic system is an adequate

model. In the case of SEER-3, the robotic platform used is an o®-the-shelf commercial

zoomorphic robot (the Sony AIBO ERS-7), suitably programmed to implement a

basic model of visual experience. The robot has a single, ¯xed-position video camera

mounted at the tip of its nose, and in these demonstrations, only the head of the robot

moves. Thus the head plays the role of a large, saccading eye in an otherwise

stationary subject with monocular vision.

The hardware and software together comprise a model with the following com-

ponents relevant to the present discussion:

. A visual processing component, that transforms the raw camera signal by intro-

ducing a blind spot, reducing acuity outside the foveal area, etc. In the current

implementation, the non-foveal/foveal distinction consists in monochrome versus

color input, and reduced versus full intensity.

. An expectation-maintenance mechanism, which uses currently received foveal

inputs only (but see Sec. 2.2.3) to modify the robot's expectation of what sen-

sations it would receive were it to make this or that head movement.

The expectation maintenance mechanism could be implemented in a simple

recurrent neural network; work by the author on the CNM system9 is an example of

such an implementation that learns, and employs in planning, sensory expectations.

A possible advantage of such an approach is that the automatic generalization fea-

tures of neural networks would result in the extrapolation and interpolation of

expectations to actions never before performed in the current context, resulting in an

experienced visual ¯eld that spans the entire action space from the outset. The

SEER-3 demonstrations reported here do not employ such an implementation for

the expectation maintenance mechanism; rather, a kind of look-up array is used. The

array, corresponding in extent to possible eye coordinates, is initially unde¯ned,

signifying the absence of any expectations. After performing a given action, such as

the ¯xation of gaze x degrees to the right and y degrees up, the robot will modify its

expectations for any action that would result in the robot receiving sensations from

any point within the foveal radius r of (x, y). The expectations for any location within

that circle will be changed to be whatever input it is now receiving at that location.

This will, in general, alter at least some of the expectations for all changes of gaze

¯xation to any point less than 2r from the current point of ¯xation.

This approach, in conjunction with the expectation-based discriminative theory

assumed in Sec. 2.2.1, results in the ¯eld of visual experience starting from an initial,

foveated region, and expanding as more of the visual environment is explored.

Although many would think this to be an unlikely feature of the visual experience of

any actual organism, it is, by de¯nition, a feature of the experience of the hypothe-

tical subject the SEER-3 system models. Despite the developmental di®erences

between the neural network and look-up table implementations, the steady-state

extent of the modeled experiential visual ¯eld will be the same. Speci¯cally, the
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modeled visual ¯eld will be a superset of the ¯eld of current visual sensation,

delimited by where the eye can saccade to.

2.2.3. Recent extensions to SEER-3: Time, a®ect and foveation

Recent work has included modeling and depicting experiential contents with a

endogenous dynamics. Speci¯cally, the concept of the intensity of an expectation,

which may be identi¯ed with subjective probability of outcome, con¯dence, and/or

salience, depending on one's theory, has been introduced. It is then possible for the

intensity of any given expectation to change over time; in particular, the intensity of

expectations in SEER-3 are now initialized at some maximum at the moment of

expectation creation (perception), monotonically decreasing over time (fading).

A simple way of modeling a®ect in SEER-3 is to think of the environment as sup-

plying a negative reinforcement input of varying intensity. This input is distinct from

non-a®ective inputs in that it is inherently undesirable: any action which the system

expects to result in a negative reinforcement input of a certain intensity is ipso facto,

and to that extent, less likely to be selected than actions without such an expectation

(though this aversion may, in some systems, be overridden). SEER-3 can acquire such

expectations by interacting with the world in the usual way. These expectations could

fade in intensity in the manner described above. A similar extension could be made to

include inherently positively reinforcing inputs. (The current SEER-3 con¯guration

does not fully implement these a®ective features; the a®ective aspects of the depiction

in Fig. 1 are mock-ups for illustrative purposes only.)

The original design of the expectation management system was as stated in

Sec. 2.2.2: only current received foveal inputs could a®ect the expectational state of

the system. SEER-3 has been extended so that (monochrome, reduced intensity) non-

foveal inputs a®ect the expectational state in the same way foveal inputs do.

2.2.4. Using SEER-3 to specify experiences

According to the discriminative theory presented in Sec. 2.2.1, the set of visual

expectations an agent has plus its current visual input determines the content of its

visual experience. It follows that a robot canmodel the having of a visual experience by

having analogous expectations and input. Independently of whether the theory or

model is correct, we can conclude, as per the discussion in Secs. 1.2.2 and 1.2.3, that

conveying the robot's expectations and its current visual input in the right way

(although theremaybemore than one rightway, even for a single recipient) can serve as

a speci¯cation of the content of the modeled experience. The present hypothesis is that

one right way of doing this is via enactive depictions (cf. Sec. 1.2.3). In the case of

SEER-3, such depictions are constructed as follows. At each time step, for each

expectation that the robot has at that time, depict the expectation as follows:

. Visual experience: The expectation to be depicted is that the robot would

receive, at the point of ¯xation, a sensation of hue h were it to ¯x its gaze y degrees

up from and x degrees to the right of the origin of the axes of head movement.
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Suppose also that this expectation has intensity i. A depiction of this expectation

would consist in placing a mark of hue h with intensity i at the location y degrees

up from and x degrees to the right of the center of the depictive frame.

. A®ective experience: The expectation to be depicted is that the robot would

receive a negative reinforcement input of intensity i were it to ¯x its gaze y degrees

up from and x degrees to the right of the origin of the axes of head movement. (To

make sense of this, imagine that the robot is modeling an organism that ¯nds

¯xating on excessively bright light sources painful.) A depiction of this expectation

would consist in placing a mark of some distinctive hue (in the case of Fig. 1, pink)

with intensity i at the location y degrees up from and x degrees to the right of the

center of the depictive frame.

An example of a SEER-3 depiction produced by this process appears in Fig. 1.d As

per the model described in Sec. 2.2.2, the pixel color value at any point indicates a set

of expectations based on recent previous experiences. For example, a blue pixel value

at a location (e.g., the back of the chair) indicates not only an expectation to receive a

blue input at the point of ¯xation if the robot were to ¯xate on the location corre-

sponding to the back of the chair, but also an expectation to receive a blue input

down and to the left of the point of ¯xation if the robot were move its gaze to the

location corresponding to the window. Similarly, a pink pixel value at a location (e.g.,

the window) indicates an expectation to receive a negatively reinforcing input

(\pain") if the robot were to look in the direction of the window. (This creates a

depictive ambiguity for pink, but this is merely a consequence of displaying all kinds

of content in one depictive frame; instead, one could have distinct layers of depiction

for each kind of content.)

dA full-color version can be found at http://www.cogs.susx.ac.uk/users/ronc/depiction.jpg; a movie that

depicts the dynamic, fading aspect of the visual experiential content modeled by SEER-3 can be found at
http://www.cogs.susx.ac.uk/users/ronc/fading.mov.

Fig. 1. An enactive depiction of the content of a visual experience modeled by the SEER-3 robot.
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In the depiction in Fig. 1, there is an exception to the interpretation of color just

mentioned: the absence of any expectations for a location is indicated in grey. A grey

pixel is therefore ambiguous: it could mean either an expectation to receive grey

input, or the lack of any expectation at all for that location. Context should enable

the theorist to resolve any ambiguity.

2.2.5. SEER-3: Discussion

The image in Fig. 1, then, is an enactive depiction, in the sense of Sec. 1.2.3. It should

be clear that it is not a simple, non-symbolic evocative speci¯cation (cf. Sec. 1.2.1), in

that it is also referential (cf. Sec. 1.2.2), and thus relies on the recipient knowing a

theory, in this case, the discriminative, expectation-based theory being employed in

SEER-3 (cf. Sec. 2.2.1). Because the depictions in Fig. 1 present these expectations in

a spatially-indexed way, isomorphic to the spatial relations of their associated

actions, viewers of Fig. 1 will, according to the theory being assumed, themselves

come to have a set of expectations that are isomorphic to the expectation set of the

subject with the experiential content being speci¯ed. It follows that viewers will have

an experience with a content that is structurally isomorphic to the content being

speci¯ed. Knowledge of this fact, and acquaintance with their own experiences,

allows viewers to enact the relevant content, and therefore to know which experience

is being speci¯ed (cf. Sec. 1.2.2).

Of course, the image in Fig. 1 is only a snapshot of a SEER-3 enactive depiction,

which is temporally extended, dynamically generated, constantly updated. This in

itself makes the robotic aspect of speci¯cation system indispensable. Proposed

extensions to SEER-3 allowing interactive probing by the recipient (cf. Sec. 2.2.6)

will serve to further exploit the robotic implementation, thus making SEER-3 an

even clearer example of Type II synthetic phenomenology.

SEER-3 speci¯cations of experiential content meet the desiderata outlined in

Sec. 1.2:

. They are communicable.

. They specify the content of experience canonically, by reference to the essential

properties of a non-phenomenally characterized system (expectational state) to

which the experience is lawfully related, according to the theory assumed in

Sec. 2.2.1.

. They specify the content of experiences, not (just) what the experiences are

about.

. They are capable of specifying contents not speci¯able by conceptual means, such

as linguistic expression. A striking feature of SEER-3 depictions, like that in Fig. 1,

is their fragmented nature: contours and object boundaries are not respected. This

reveals the modeled experience to be non-conceptual, in that the relevant expec-

tations are created and maintained in a way that is not guided by the concepts,

e.g., straight line, chair, hand, etc.
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2.2.6. SEER-3: Future work

One can distinguish the temporal aspects of the depiction from the temporal aspects

of the content. On an expectation-based view of content, there are two temporal

dimensions to content, corresponding to the two temporal dimensions of expec-

tations: the time of the having of the expectation, and the time that the expectation is

about.12 Both of these dimensions might be accommodated by using movies, rather

than static depictions such as the one in Fig. 1, thus aligning the temporality of the

depiction and the content depicted. But the temporality of the depiction can be used

to capture non-temporal dimensions of content as well. In a way, this is already the

case with the depiction in Fig. 1; in order to know which content is being speci¯ed,

the recipient must spend time scanning the image, saccading here and there over it.

In general, the use of immersive virtual reality techniques might be an e®ective way

to exploit the temporality of the recipient's experience to handle the multiple

dimensions of experiential content.10 It should be made clear that such a virtual

system would not replace the robotic system, but rather provide the creators and

recipients of speci¯cations the ability to selectively highlight, probe and explore the

expectational state.

This would not only enable the speci¯cation of experiences of substantially greater

temporal and conceptual sophistication, but also pre-objective experiences which

have until now eluded precise speci¯cation. For example, consider the visual

experience of a young infant looking at a mug. Surely their experience shares many

commonalities with the one an adult would have in that situation: the basic color and

perspectival shape of the mug, etc. But the adult experiences the mug as an object, as

something with an unseen back that is probably of the same color as the visible front,

etc. Such di®erences of experience cannot easily be represented in a depiction, like

that in Fig. 1, if at all. But in the case of an interactive virtual reality system, the

crucial di®erences between the infant's and adult's expectations could be made

manifest. In the case of an extended SEER-3 speci¯cation of the adult's experience, if

the speci¯cation recipient were to move the point of view to a location behind the

mug, and turn around to face the other way (resulting in a view depicting the adult's

expectations of what would be seen if a similar move were actually made in the real

world), the back of the mug, with appropriate color, would be displayed. In the case

of a speci¯cation of the infant's experience, no such mug back would be seen, thus

revealing di®erences in the two experiences that could not be depicted with a single

snapshot, but could only be enacted by allowing the recipient to actively explore the

expectational space of the subject.

The power of SEER-3 speci¯cations would be greatly increased if its ability to

specify non-conceptual experiences could be augmented with an ability to specify

more conceptualized contents. The possibility of such uni¯cation will depend cru-

cially on one's theory of concepts. If, to have an experience involving application of

the concept chair is just to have a certain set of low-level expectations (e.g., ones

that, unlike those depicted in Fig. 1, respect the boundaries of chairs), then
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speci¯cations of conceptual content might be continuous with the speci¯cations

provided here. But if conceptual content involves a di®erent kind of expectation

altogether (e.g., the expectation that one will see a chair, rather than the expectation

that one will receive this or that low-level sensory input), then a distinct approach

might be needed. In such a case, the use of distinct depictive layers, touched on brie°y

in Sec. 2.2.4, might be employed.
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Appendix A. Notes on Non-Conceptual Content

The mere possibility of a \superset" means of speci¯cation that can specify both

conceptual and non-conceptual contents is a good enough reason to reject a common,

but confusing and problematic, de¯nition of non-conceptual content; e.g., the ¯rst

line of the entry \Nonconceptual Mental Content" in the Stanford Encyclopedia of

Philosophy:

\The central idea behind the theory of nonconceptual mental content is

that some mental states can represent the world even though the bearer of

those mental states need not possess the concepts required to specify their

content."3

If a \superset" means of speci¯cation exists, then it is possible that for most, if not all

contents, including those that we would intuitively take to be conceptual, there will

be a way to specify them such that the subject need not possess the concepts used in

that speci¯cation. This would presumably render them non-conceptual according to

the standard de¯nition. At the very least it would render a content's conceptual

status as relative to a means of speci¯cation. One could try to patch up this problem

by de¯ning non-conceptual content as \any content c such that there is no way to

specify c in terms of concepts that the subject must possess in order to have mental

states with content c". But other problems with this speci¯cation-relative way of

characterizing non-conceptual content persist, even on the patched version. For

example, by de¯ning non-conceptual content in terms of the concepts required to

specify or possess a content, the standard construal of non-conceptual content pre-

supposes, rather than explains, what the conceptual/non-conceptual distinction is.

Once this dependency on a prior notion of concept is acknowledged, the problems of

speci¯cation-relativity can be removed by de¯ning non-conceptual content to be,

simply, \content that is not entirely composed of concepts", and providing a positive

account of what it is for a content constituent to be a concept.11 Peacocke has drawn

similar conclusions.28
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Appendix B. Terminological Notes

The ¯rst known use of the term \synthetic phenomenology" in a sense anywhere near

the one employed here was by Scott Jordan in October 1998, in a talk given at the

Max Planck Institute for Psychological Research in Munich, entitled \Synthetic

phenomenology? Perhaps, but not via information processing".

There is a common, non-technical use of the word \phenomenology" that does not

refer to the precise speci¯cation of the content of phenomenal experiences, but to the

experiences themselves. Correspondingly, there have already been a few uses of the

term \synthetic phenomenology" intended to mean neither Type I nor Type II

speci¯cations of experiences, but the experiences of arti¯cial agents themselves. I

think this confusion should be resisted, and the term \synthetic phenomenology"

used as done so in this paper. The experiences of the arti¯cial agents themselves

could instead be referred to as \synthetic phenomenality",14,15 or just \arti¯cial

consciousness".

Gamez, who has made some notable contributions to understanding synthetic

phenomenology, often uses the term \synthetic phenomenology" as it is used in this

paper, e.g., when he says: \[T]he synthetic phenomenological project is the descrip-

tion of machine consciousness."18 But sometimes, Gamez uses \synthetic phenom-

enology" to mean \synthetic phenomenality"; for example, consider the use of the

word \phenomenology" in this passage from the same article:

\Within the machine consciousness community, ‘synthetic phenomenol-

ogy' is now more generally used to refer to the determination whether

arti¯cial systems are capable of conscious states and the description of

their phenomenology when and if this occurs, and it is in this sense that I

will be using it here."18

Such usage in the context of a sentence attempting to de¯ne the term \synthetic

phenomenology" can only lead to confusion. Also, as argued in Sec. 2.1, the for-

mer activity, of determining whether arti¯cial systems are capable of conscious

states, is best seen as a distinct enterprise not falling under the term \synthetic

phenomenology".

At ¯rst glance, the following passage from Aleksander and Morton suggests that

they, too, are using \phenomenological" to mean \phenomenal"; \To be syntheti-

cally phenomenological, a system Smust contain machinery that represents what the

world and the system S within it seem like, from the point of view of S."1 But on more

careful inspection, they are reserving the term \phenomenological" for systems that

are not just capable of being in phenomenal states, but that are also capable of

representing what it is like to be in such states. A more charitable interpretation,

then, would be that they are indeed using \synthetic phenomenology" in the sense

advocated here, and not in the sense of \synthetic phenomenality". (Earlier work has

clari¯ed the di®erences between the present use of the term \depiction" and the use of

the same term by Aleksander and his colleagues.14,15)
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